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Options for Airborne Interferometric
SAR Motion Compensation

David R. Stevens, Ian G. Cumming, and A. Laurence Gray

Abstract— Airborne interferometric SAR (InSAR) has the po-
tential to provide topographic data with a precision of the order
of one meter. However, to generate data accurate to this level it
is essential to measure and compensate for nonlinear motion of
the two antennas which constitute the interferometric baseline.
Conventional motion compensation techniques are extended to
the two-channel imaging scenario of InNSAR. Phase compensation
of both channels to the same reference track and compensa-
tion to two separate tracks are considered and modeled using
point target simulation, and real InSAR data. The single track
approach allows track segmentation to follow aircraft drifts
without causing discontinuities in the differential phase, but is
sensitive to range cell migration effects. The dual track approach
is not sensitive to these errors but suffers from discontinuous
differential phase at segmentation boundaries, which complicates
the phase unwrapping process. A new formulation for each
approach is presented that compensates for unknown terrain
coupled with low frequency aircraft motion. In addition, a new
approach that uses the dual track approach initially and then
converts to a single reference track after compression is proposed.
This realizes the benefits of both approaches with only a small
increase in computation.

1. INTRODUCTION

N order for airborne Interferometric SAR (InSAR) to

be capable of generating useful Digital Elevation Models
(DEM'’s), accurate motion compensation must be performed on
both simultaneously received channels. This paper addresses
the issue of motion compensation for InSAR with the objective
of improving the accuracy of the derived DEM. Motion
compensation for InSAR differs from that appropriate to a
conventional single channel SAR due to the fact that two
antennas are involved and the differential phase between the
two channels is critical to the correct derivation of elevation.

The use of motion compensation to achieve airborne SAR
focusing has been studied for some time [1]-[3]. Ideal com-
pensation requires precise knowledge of the relative geome-
try between the radar and each illuminated target for every
transmitted pulse. The echo energy from each pulse for a
given target is extracted by a resampling operation and phase
corrected to simulate the transmission and reception from an
antenna travelling in a straight line along a defined refer-
ence track [3]. For ideal compensation, the required phase
correction for a given range cell of a given pulse is target
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dependent, therefore each output pixel requires unique pro-
cessing of the aperture. Approximations to ideal compensation
and processing are usually required to reduce computation.
Furthermore, the off-nadir angle to the target is generally not
known, requiring assumptions about the terrain during motion
compensation.

Typically, motion compensation is applied assuming the
terrain is flat at some reference level and only the zero
Doppler pulse for a given target is properly corrected. For
example, if the antenna trajectory is parallel but offset from
the defined reference track used for motion compensation,
then the phase correction is only range dependent. An im-
portant consequence of this case is that the FM rate of the
compensated data has not changed. This implies that the
azimuth matched filter should be chosen based on the actual
antenna trajectory rather than the reference track position. The
departure from the ideal case of motion compensation leads
to defocusing, peak misplacement, and phase errors in the
compressed image.

Two approaches to InSAR motion compensation have been
used so far, but a detailed comparison has not been made.
The first method involves defining two reference tracks, one
for each antenna, and applying motion compensation for
each channel separately [4]-[7]. When the reference tracks
are segmented the displacements are small allowing various
approximations to be made. When segmentation occurs the
absolute phase of each segment can be determined using the
split-frequency approach [6]. The interpretation of the resulting
differential phase for terrain estimation is done with respect to
the reference track positions and therefore assumes that ideal
motion compensation has been performed.

The second method motion compensates both antennas to
the same reference track [8]. This approach basically attempts
to undo the relative phase mapping between the two images
caused by the baseline or parallax. Any residual phase mapping
is attributed to the unknown terrain, and can be used to solve
for the terrain.

A number of assumptions will be made for the follow-
ing analysis regarding the signal acquisition and subsequent
processing:

1) Both antennas are yaw steered to nominal zero Doppler
and azimuth processing is centered on zero Doppler for
both channels.

2) The pitch of the aircraft is fixed.

3) The ground spacing between transmitted pulses is con-
stant by adjusting the Pulse Repetition Frequency (PRF)
to maintain a constant PRF/Velocity ratio.
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4) The receive-only channel is registered with the trans-
mit/receive channel assuming flat terrain at some refer-
ence level.

These assumptions are reasonable for many strip-mapping
systems such as the Canada Centre for Remote Sensing
(CCRS) Convair 580 InSAR system [8].

In this paper, the requirements of motion compensation for
InSAR will be addressed, followed by a new formulation of
the single and dual reference track approaches which consider
the biases resulting from unknown terrain. The main errors
affecting InNSAR when the compensation departs from the ideal
case will then be discussed. It will be shown that by using the
dual reference track approach in a segmented manner, followed
by a new post-azimuth compression conversion to a single
track, the main benefits of both approaches can be realized. An
evaluation of the modeling will be made by using an InSAR
processor with point target data, modeled and real Convair
580 motion data, and real InSAR data from the CCRS InSAR
system.

II. MOTION COMPENSATION REQUIREMENTS FOR INSAR

SAR Interferometry is concerned with extracting the phase
difference between two processed images, pixel by pixel, in
order to estimate the terrain elevation of the corresponding
ground patch. InSAR accuracy is not affected by phase bias
errors that exist in each channel provided they are common
to both and thus cancel out in the differential phase of
the interferogram (result of inter-channel complex conjugate
multiply). As the two antennas are rigidly connected to the
aircraft, much of the motion experienced by each channel
will be common to both. What affects the height estimate is
the variance and possible biases in the differential phase. In
addition, geometric fidelity is important for map registration.

In order to relate motion compensation errors to elevation
errors a model must be used to describe the differential phase
mean and variance. In [9], a frequency domain analysis- was
conducted to evaluate the effect on the interferogram differ-
ential phase of differences in the transfer functions between
channels. For distributed homogeneous targets the signals for
the two channels can be characterized by circular Gaussian
random variables. The expected differential phase bias was
shown to be the phase of the inter-channel correlation coeffi-
cient (-y). The probability density function of the differential
phase (@) can be shown to be a function of the magnitude of
the inter-channel correlation coefficient [10, p. 46]:
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The corresponding variance has no closed form solution, but
can be evaluated numerically:

ag:/ O2p(P) dd.

This formulation emphasizes the fact that differences in the
transfer functions can lead to an increase in the differential

3

phase variance and can produce biases. As an example of
how this model can be used, it can be shown by simple
integration that for rectangular transfer functions, or sinc-like
point spread functions (PSF’s), the inter-channel correlation
coefficient factor due to inter-channel azimuth broadening of
& > 1is v o 1/y/€. Therefore, broadening that differs by
about 10% between channels leads to a correlation factor of
about 0.95. This will increase the differential phase variance
but will not produce a phase bias.

Despite what the model might suggest, defocusing common
to both channels has an effect on the InSAR system. The
amount of phase noise from certain sources, such as base-
line decorrelation [11], depends upon the transfer function
in each channel. In addition, a more local estimate of the
terrain elevation is achieved with a narrower point spread
function (PSF). Given that errors in the height estimate are
very sensitive to differential phase errors, significant spatial
averaging is required in InSAR to smooth the phase and
thereby facilitate phase unwrapping and reduce the height
noise. Phase smoothing will reduce the variance of the phase
noise provided all samples in the smoothing region have
approximately the same true value (taking the sensitivity of
the interferometer into account). If there are larger changes or
discontinuities in the underlying phase, then phase smoothing
may not facilitate phase unwrapping.

The need for phase smoothing relaxes the localization
requirements because the averaging will typically take place
over many resolution lengths. However, having a narrower
PSF will make the samples more uncorrelated, and thus
better phase smoothing will be accomplished. The amount of
spatial averaging, and subsequent subsampling, may need to be
reduced when the local elevation variation is large in order to
avoid differential phase aliasing (inter-pixel differential phase
changes greater than 7). This will increase the sensitivity to
focusing problems.

In addition, phase unwrapping for InSAR is a two-
dimensional problem which requires continuity in the
differential phase [12]. If the differential phase is discontinu-
ous, as may be caused by reference track segmentation,
the unwrapping process can become more complicated [6].
For example, pairs of residues that are bisected by the
artificial segmentation discontinuity may not be handled
correctly if the two segments are unwrapped independently.
In addition, this discontinuity is undesirable for an operational
system as it requires at least one control point per segment
or some continuity processing. In contrast, terrain-induced
discontinuities in differential phase are much more difficult
to handle, and are independent of the motion compensation
process.

In summary, identical, high resolution, geometrically cor-
rect, PSF’s are desired for INSAR mapping. Thus while InSAR
motion compensation has the conventional requirements of
single channel SAR, such as resolution and sidelobe level
control, the primary concern is to maintain the similarity
in the transfer functions between the two channels. In this
way, differential phase errors are minimized. In addition, the
differential phase should be continuous for phase unwrapping.
The ability to meet these requirements of motion compensation
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Fig. 1. Single reference track zero-Doppler geometry.

for InSAR will now be examined for the single and dual
reference track approaches.

III. THE SINGLE REFERENCE TRACK APPROACH

The single reference track approach to InSAR motion com-
pensation was first proposed for InSAR by CCRS [8]. Both
channels are phase compensated to the same reference track
using the geometry of Fig. 1, assuming the terrain is flat at
a selected reference level. For the following analysis, the arc
on which the target lies is initially assumed to be centered at
the transmit/receive antenna (channel A). An equivalent view
centered on the receive-only antenna (channel B) could be
used. An average of the two results leads to a more accurate
estimate of the 3D terrain position.

If compensation had been applied knowing the terrain (the
ideal case) then the differential phase would be zero every-
where because the relative phase mapping due to the parallax
would have been removed. Due to the unknown terrain and
computation limitations (nonideal compensation) it is usual to
make a “center of aperture” assumption. The assumption is
that the resulting differential phase of a compressed image
sample of the interferogram is due to the relative geometry of
the InSAR system, including the applied phase correction, at
the zero Doppler pulse. This assumption is reasonable for low
frequency aircraft motion. In addition, random phase errors
cannot be considered in the phase to elevation equations, for
example, due to thermal noise, misregistration, or baseline
decorrelation, because they do not lead to bias errors [11].

By invoking the center of aperture assumption, the differ-
ential phase will be zero for scene patches that have the same
elevation as the reference level and nonzero otherwise. The
value of the residual phase is the difference in the errors of the
phase correction applied between the two channels due to the

flat earth assumption. These errors depend upon the imaging
geometry and can be related explicitly to the elevation of the
scene patch relative to the reference level.

The actual phase correction applied to the zero-Doppler
pulse of each channel is obtained from the cross-track ge-
ometry of Fig. 1:
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where A is the carrier wavelength. Channel A has the two-way
path length due to the transmit/receive antenna. Channel B has
one path length from the transmit/receive antenna and one to
the receive-only antenna. The ideal phase corrections are

pal(ideal) = —ZTW [2(Rer, — Rao))
$p(ideal) = —27” [(Ren — Rao) + (Ren ~ Ren)]-  (5)

The resulting single track differential phase (®) can be shown
to be

® = p4(applied) — ¢ 4(ideal) — ¢pp(applied) + ¢p(ideal)
2
= ~77r (Bbo — Run). ©

The off-nadir angle (6,5), measured from the instantaneous
antenna position A., can be obtained in terms of known
(Raos Rbo, 0tqp) and measured (@) parameters from simple
trigonometry, and simplified by a truncated binomial series
in slant range
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Using the symmetrical view with thé channel B antenna as
the arc center yields:
/
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where 0, and 6, are the off-nadir angles measured from

the channel B antenna to the reference level and target,

respectively. A more accurate estimate of the terrain can be

obtained by using the average slant range and off-nadir angle

Rao + Rbo 0 — Bah + abh

R =
2 ' 2

®
both measured from the center of the antenna baseline. The
scene patch elevation above the reference level is then found
from (Fig. 1):

h:Ya—i—écosaab—RcosH.

3 (10)
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Bc: channel B aperture center position
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Fig. 2. Dual reference track zero-Doppler geometry.

The sensitivity of the height estimate to errors in the
differential phase can be shown to be

oh _ AR sinf

0%~ 2xbsin (6 + aw) an

The main benefit of the single reference track approach
is that the resulting differential phase is continuous even if
the reference track is segmented (provided the reference level
is continuous). In addition, the flat earth fringes have been
removed, as a result of undoing the relative phase mapping,
which is a benefit for phase smoothing because the local fringe
rate need not be considered when range filtering is performed
[12].

IV. THE DUAL REFERENCE TRACK APPROACH

In the dual reference track case each channel is motion com-
pensated to its own reference track (R7, and RT}) assuming
flat terrain at a defined reference level using the geometry
of Fig. 2. Typically, the effects of motion compensation with
unknown terrain are ignored and it is assumed that the data
has been adequately corrected to the two reference tracks. The
interpretation of the differential phase is therefore similar to the
two-pass satellite case except for the one-way path difference,
namely:

@ = -2 (R~ Run). (12)
The off-nadir angle to the target (6;), measured from the chan-
nel B reference track (RT}), can be obtained and converted
into a height estimate [13].

Phase errors in each channel that result from motion com-
pensation assuming flat terrain coupled with low frequency
aircraft motion are not included in this interpretation. These

errors can become significant for rugged terrain coupled with
aircraft roll if reference track segmentation is not performed
[14]. When these systematic terrain-induced phase errors are
included, a new double reference track approach is obtained.
The approach proceeds as in the single reference track case by
considering the difference in the errors in the applied phase
correction between channels plus the ideal component (12).
The center of aperture assumption is used here in the same
way as in the single track case, resulting in the following
differential phase

. 27

¢ = _T (Rtao - Rtbo + Rbo - Rbh)' (13)
The off-nadir angle to the target (6, ) can be related explicitly
to the measured differential phase and other known parameters,
and the expression can be simplified with a truncated binomial
series in slant range

O,n = cos
by 2
(_ ® + Rtao - Rtbo + Rbo) - b2 - RZO
27
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Again, a symmetric result can be obtained using the channel
B antenna as the arc center. Notice that the single reference
track case is actually a special case of the dual track method
with coincident tracks (Riso = Ripo).

The conventional dual track approach (12) measures the
off-nadir angle from a reference track but the single and
new double track approaches measure from the instantaneous
antenna positions. The terrain elevation can be estimated
by using (10) and the sensitivity of the height estimate to
differential phase errors is identical to the single track case.

The differential phase depends upon the reference track
position through R, and Ry,. Therefore, reference track
segmentation will result in discontinuous differential phase
which will complicate the phase unwrapping process [6]. A
comparison between the single and dual track approaches will
be made based on the following motion compensation error
analysis.

V. MOTION COMPENSATION INDUCED ERRORS

The primary errors resulting from nonideal motion com-
pensation for InSAR will now be discussed. These include the
effects of the range varying phase correction, unknown terrain,
and inertial data errors. The dependence of these errors on the
chosen reference track approach will be evaluated.

A. Range Varying Phase Correction

The applied phase correction for each channel, independent
of the reference track approach used, is proportional to the
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displacement d(¢) from the reference track and varies across
range (for example, Fig. 1)

o(t) = —47” (Rto — Rao) = 4% d(t) cos[n(t) + 8(t)]. (15)

This correction is updated along azimuth as the displacement
from the reference track changes. Since fast convolution
using the Fast Fourier Transform (FFT) is used for azimuth
compression, the phase correction cannot follow the range cell
migration of the targets. The effect of this approximation will
be investigated further in this section.

The range dependence of the phase correction can be
obtained by differentiating (15) with respect to slant range,
yielding

9¢(t)  4md(t) sinln(t) +6(1)] a 4mdiios(t) (16)
R AR tan 0 -

AR tan 6
where d,,, is the component of the displacement perpen-
dicular to the line-of-sight direction. This phase correction is
locally linear in slant range and results in a range-dependent
shift to the range spectrum given by

C'dJ_losl
AR tan 0

where c is the speed of light. This shift has been recognized
to potentially lead to problems, especially for systems with
significant range migration [6].

If subsequent processing assumes baseband range data or
the shift is different between channels then decorrelation
and bias errors may result. For instance, the range varying
phase correction (RVPC) causes a quadratic phase error along
azimuth for a target when RCMC is performed. For the case
of a parallel flight offset from the reference track the phase
correction is constant along azimuth for a given range cell,
but the phase error along the range migrating aperture is

Adrenet) ~ 228D Tt
an ¢
where AR,...,(t) is the range migration and v is the along
track velocity. In the interferometric case, the displacement to
the track used to apply the phase correction can be different
between channels leading to different quadratic phase errors.
It can be shown that the angle of the inter-channel correlation
coefficient (v), which indicates the phase error at the com-
pressed peak, is about 1/3 the quadratic phase error applied at
the band edge. Using this result, an estimate of the differential
phase error resulting from the difference in the displacements
to the track(s) can be determined
1 27 T)ZTZ Ad 1los
Abies ¥ 3 SR tand 2 a9
where T is the processed aperture time. The relative displace-
ment Ad ., is divided by two because of the one-way path
difference between the two channels. With processing to the
3 dB antenna beamwidth, the height estimate bias found from
(1) is

|fol = an

AR, em(t) = (18)

_ A2RAd | s cos 8
24bD? sin (6 + as)
where D is the antenna length.

Ahbias =

(20)

When RCMC is not performed bias errors can still occur.
This is a result of the coupling between the relative range
varying phase correction and the uncompensated RCM. The
difference in the phase correction between channels produces
a range phase ramp across the interferogram PSF. The un-
compensated RCM leads to a range shift of the PSF, but
does not shift the phase ramp. The resulting phase bias at
the peak, caused by this mis-match between the peak position
and the zero-crossing of the phase ramp, can be minimized
by maintaining a short processed bandwidth and minimizing
the relative phase correction. Also, if motion compensation
was performed uniquely over the aperture for each output
pixel these range varying phase correction effects would be
avoided. But this would greatly increase the computational
load, because fast convolution could not be used.

For the single reference track case the relative displacement
Ad 0 is on the order of the baseline length, creating a signif-
icant relative phase correction. The relative phase correction
can, in fact, be shown to produce an equal and opposite relative
spectral shift to that caused by the parallax, as described in
[15], for fiat terrain at the reference level. Therefore, RCM-
induced errors can be significant for the single reference track
case.

If the dual reference track baseline length (bgr) and angle
(apr) is matched to the nominal antenna baseline (b, aqp)
for the dual reference track case, then the displacements from
the reference tracks are very similar in the two channels.
This greatly reduces the relative phase corrections, minimizing
the sensitivity to RCM effects. For typical offsets from the
reference track and roll of several degrees this effective
difference in the displacement from the tracks is negligible.
It is clear that if there is significant RCM in the processed
data, the dual reference track approach should be used.

B. Unknown Terrain Elevation

Another source of error in InNSAR motion compensation is
due to the circular height estimation problem. The problem
is that the terrain must be known in order to perform motion
compensation properly, but, this is what InNSAR processing is
trying to estimate. The phase correction error due to unknown
terrain that occurs along the aperture is the difference between
the applied and ideal corrections ((4) minus (5)). For example,
the error for channel A can be approximated by a truncated
binomial series in slant range (Fig. 1)

47rhd_uos (t)

AR sin 6 D)

47
A¢er1‘ = —T (Rto - Rth) ~
When the displacement from the reference track, perpendic-
ular to the line-of-sight direction (d ;.5 ), varies linearly along
azimuth (from cross-track velocity) the phase error will be
linear, leading to a shift in the peak position after compression

h ad_].los
S

AP = “2sinf ot

(22)

When there is cross-track acceleration, the phase error will
be quadratic, leading to defocusing and phase errors in the
PSF. If an upper limit on the phase error of 7/2 at the
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processed band edge is specified, the broadening will be less
than about 5% and this limits the cross-track acceleration to
AR sin 6 m
CRTZ %
With processing to the 3 dB azimuth beamwidth, this yields
D?u?sin @ m

hAR  s2’
If the relative motion is the same between the two channels
then the shift and defocusing effects are essentially the same.
This is true for purely translational motion along the aperture
for both cases of single and dual reference track motion
compensation. But, when aircraft roll is considered the relative
motion is different between channels and differential phase
biases can occur.

By evaluating the phase error due to unknown terrain for
each channel, the difference between them is

2mhb (1)
AR(l) ~ ARsin 8 °

where b, ., is the component of the baseline perpendicular
to the line-of-sight direction. Expanding this expression in a
Taylor’s series to consider aircraft roll yields

2w hbios Aagp(t)
AR sin 6

where by, is the line-of-sight baseline component and Ac,(t)

is the roll angle variation. The resulting differential quadratic

phase error, as in the preceding RVPC case, can be transformed
into a differential phase bias error in the interferogram:

av‘ollﬂ-blos hT2
12AR sin 6

(23)

Qlios <

Q1los < (24)

(25)

AD(t) ~ (26)

Adpiqs = 27

where
Aaab(t) = %a'rollt2 (28)

and a,oy is the uniform roll acceleration. With processing to
the 3 dB antenna beamwidth, the height estimate bias found
from (11) is
Ahbias ~ /\2R2blosaroll
h 24bv2D? sin (0 + agp)

This error is independent of the reference track approach used.

29)

C. Effects of Inertial Data Errors

Inertial Navigation System (INS) measurement errors can
have a significant impact on the accuracy of InSAR. For the
CCRS system, the phase centers of both antennas are modeled
in the aircraft body coordinate system and accurate aircraft at-
titude data is required to transform the body coordinate vectors
into the motion compensation reference frame. Errors in the
assumed position of the phase centers of either antenna lead
to motion compensation phase errors, but, more importantly,
errors will also occur in the differential phase to elevation stage
of the InSAR processing. Errors in aircraft roll are particularly
important. Position and velocity errors in the INS system can
be minimized by using differential GPS data. This is done
post-flight in the CCRS system.

Effects of INS bias errors (long period compared to pro-
cessed aperture) on the height estimate can be calculated by
differential analysis of the interferogram phase to elevation
equations. Results for the conventional dual track approach
[13] and the single and new dual track method were the same.
The height estimate sensitivity to errors in the antenna baseline
length and angle are, respectively

dh R sin 6

—_— 30
Ob  btan (6 + agp) (30)
and
Oh ~ R sin 8. 31
Baab

The effect of INS bias errors on the height estimate due
to motion compensation can be calculated by converting the
position error into a differential phase error. Equation (11) can
then be used to estimate the elevation error.

The effect of INS errors that vary over the aperture is
more complicated. Quadratic or linear INS drifts will behave
similarly to those analyzed for the case of unknown terrain
coupled with quadratic or linear flight motion, respectively.
Higher frequency errors can be treated as phase noise. Random
phase noise in clutter data is not smoothed by compression
but is simply re-arranged by the matched filter, resulting
in differential phase noise. In addition, PRF/V errors (such
as latency) and small pitch and yaw errors will produce
defocusing or a reduction in the signal to noise ratio, but will
be essentially identical in both channels.

All three methods, conventional double, new double, and
single reference tracks, all have the same sensitivity to INS
errors, so there is no preferred motion compensation approach
to minimize these errors. In all three cases, differential phase
smoothing will help reduce the effect of high frequency INS
errors.

INS bias errors are much more difficult to deal with. By
inserting realistic levels of bias into (30) and (31), one can
see that bias errors can be appreciable. It has been found in
practice that in many cases control points will be necessary
in order to obtain height estimates on the order of one to two
meters accuracy. In addition, simulation results presented in
Section VII yield the same conclusion.

VI. COMBINATION OF SINGLE AND DUAL REFERENCE TRACKS

A summary of similarities and differences between the
single and new dual reference track approaches is shown
in Table 1. It is clear that performing dual reference track
motion compensation is preferred due to the range varying
phase correction (items 2 and 3), but it is desirable to have the
single reference track differential phase for phase unwrapping
and phase smoothing (items 1 and 5). One possible approach
is to use dual tracks for the primary compensation then
remove the originally applied phase correction to each channel
after compression. The resulting differential phase is then
interpreted with respect to the instantaneous antenna positions,
removing the reference track dependence. But, this would
require a phase correction to be applied to both compressed
images. A simpler alternative will now be described.
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TABLE 1
COMPARISON OF SINGLE AND DUAL REFERENCE
TRACK MOTION COMPENSATION PROPERTIES

Properties Single | Dual
1| Continuity of di ial phase with d ref tracks | Yes No
2 | Equal range spectral shifts between channels due to RVPC No Yes
3 | Insensitive to bias errors caused by RCM and RVPC No Yes
4 | Compensation for unknown terrain coupled with low freq. motion | Yes Yes
5| Automatic removal of flat earth fringes Yes No

The proposed approach is to convert back to the single
reference track formulation after dual track motion compen-
sation and azimuth compression have been performed. The
differential phase error resulting from unknown terrain after
dual track motion compensation and azimuth compression is

27

E(A) - E(B) = _T (Rtao — Rian + Ry

— Rivo + Roo — Ron) (32)

where E(A) and E(B) are the errors in each channel due to the
unknown terrain. The next step is to apply a phase correction
which makes the data at the channel B reference track appear
as though it were at the channel A reference track, namely
(Fig. 2)

2n
A

Notice that if motion compensation resampling is performed
to maintain straight lines along track at the reference level
then the correction is constant along the aperture. This allows
the correction to be applied very efficiently as a range varying
phase term for each azimuth matched filter. Otherwise, it must
be applied, pixel by pixel, on the compressed channel B image
or as a correction to the interferogram phase.

Considering the terrain, the phase correction would have
been

¢B(G,ppl1:€d) = - (Rtao - Rtbo)~ (33)

2m
A

Therefore, there is a differential phase error from this operation
which is

pp(ideal) = —— (Rian — Repn)- (34)

2
Es(B) = _Tﬂ- (Rtao - Rtah + Rtbh - Rtbo)- (35)

The resulting differential phase would be zero after the two
operations if all corrections considered the terrain. Therefore,
the differential phase is equal to the residual errors

® = E(A) - E(B) — Es(B) (36)

which results in

d = —2% (Rpo — Ron)- (37)
This is precisely the same result as if one step single track
compensation had been applied (6), except that the range
varying phase correction errors, specific to the single reference
track approach (for example, (20)), will not be present. This
approach realizes the benefits of both the single and dual refer-
ence track methods with a very small increase in computation
if motion compensation resampling is performed.

10 T T T T T
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Fig. 3. Convair 580 two-channel antenna phase center horizontal and vertical

displacement data.

VII. EVALUATION OF INSAR MOTION COMPENSATION

The preceding analysis was verified by performing motion
compensation experiments for typical C-band parameters. Ini-
tially, simulated point target data was processed and analyzed
for modeled and real Convair 580 motion data. Following this,
InSAR data from the CCRS InSAR system was processed
using the various motion compensation approaches.

A. Point Target Simulation Results

The simulation experiments used the following processing
steps:

1) Generate range compressed point target data for a par-
ticular type of aircraft motion, for a variety of target
elevations, and for two channels where channel B is
registered with channel A assuming flat terrain.

2) Apply phase correction to each channel assuming flat
terrain and using either one or two reference tracks. No
‘motion compensation resampling is performed.

3) Optionally, perform RCMC in the azimuth frequency
domain by baseband interpolation for each channel
(Range/Doppler processing).

4) Perform azimuth compression using a specific matched
filter for each channel.

5) Analyze the compressed peak characteristics in each
channel and in the generated interferogram.

The simulation and processing parameters used were taken
from the CCRS InSAR system (Table II). The flight motion
used in the simulation was taken from typical flight data for the
CCRS Convair 580 aircraft (Figs. 3 and 4). Table III shows
typical peak motions.

These peak flight motions were used, one at a time, in the
simulator. The motions were divided into separate components
in the line-of-sight direction and perpendicular to this allowing
the theoretical error analysis to be evaluated more accurately.
Both single and dual reference track motion compensation was
performed. The results were essentially identical between the
two approaches except for the differential phase errors. The
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TABLE IV
SIMULATED AND PREDICTED ERRORS DUE TO ANTENNA BASELINE
ANGULAR ACCELERATION AND UNKNOWN TERRAIN (@,o1; =
0.3 (deg/s?), h = 1 km) ACROSS THE RANGE SWATCH

Roll Variation (degrees)
1)
8 o
]
-]
<]
<I

o
g
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. 1 L o n L L ) L
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Time (s)
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Fig. 4. Convair 580 antenna baseline roll variation about nominal angle.

TABLE 1I
TypicaL. CCRS C-B anD InSAR PARAMETERS

Parameter Typical Value
Wavelength A 55.56 mm
Altitude H 6 km
Baseline Length b 28m
Baseline Angle ag; 40°

Slant Range Rao 10 km
Pulse Repetition Frequency PRF 337 Hz
Processed Aperture T' 225° ~3s
Azimuth Antenna Beamwidth 3.1°

Range Bandwidth BW, 25 MHz
Range Sampling Rate F, 37.5 MHz
Along-track Velocity v 131 %

TABLE I
TypicaL PEAK FLIGHT MoTiON FOR CCRS Convalr 580

Motion Type Peak Flight Motion
Translational Velocity (§2) 05 %
Translational Acceleration (%zl,d-) 0.01¢

Baseline Angular Velocity (roll) (52) 0.2 %

Baseline Angular Acceleration (roll) (%;5‘1) 0.3 d—:#
Displacement Offset (d) 10m

extra phase bias measured in the single track case was in
agreement with the predicted values using (20) for a range
of processed apertures when RCMC was performed. For the
nominal parameters the RCMC-induced bias error was about
0.4 m.

A number of motions yielded insignificant defocusing, mis-
positioning, phase errors, and differential effects. These mo-
tions include parallel offsets from the reference track of
< 10 m, line-of-sight velocity or acceleration, and linear roll
(or angular velocity). These results are in agreement with
the analysis. In addition, there was negligible defocusing and
elevation errors as a result of neglecting to resample in motion
compensation.

Slant Processed | A®ypreory | Asim Ahyheory | Ahsim
Range Aperture | (mrad) (mrad) |(m) (m)
(km)
10 2.2° 19 26 —0.5 -0.7
15 1.5° 14 15 -0.7 -0.7
15 2.2° 32 34 -1.6 —1.6
20 1.7¢ 30 31 -2.1 —2.1
20 2.2° 53 55 -38 -3.7
0.4 . . T 0.4
——— Height Error
o Roll Variation 103
n
0.2r I 102
E i ]
g o1 ‘: f 012
w | <
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5 N g
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Fig. 5. Simulated height estimation errors from real Convair 580 flight
motion with unknown terrain (R = 10 km, & = 1 km). The correlation between
height errors and antenna baseline sinusoidal roll is clear.

However, the following motions did create significant er-
rors. Azimuth defocusing occurred in both channels for a | .4
= 0.01 g, which was in agreement with the predicted broad-
ening using (23). Table TV shows the results from a roll
angular acceleration of 0.3 (deg/s?) at several positions of
the target across the range swath. Predicted differential phase
errors using (27) and height estimate biases using (29) were
compared with the simulation results (using no antenna beam
pattern) with good agreement.

Actual motion data (Figs. 3 and 4) were also used in the
simulator combined with relief to 1 km from the reference
level. A strip of point targets was simulated along azimuth
separated by about 25 m (or 0.2 s). Results in Figs. 5-8 indicate
the size of errors that would result from this typical Convair
580 flight motion coupled with unknown terrain (up to 1 km)
but precise inertial data measurements.

Examining the first part of the run in detail, Fig. 5 shows
how the resulting height estimation errors generally follow the
roll motion of the aircraft. Given the sinusoidal nature of the
roll motion (and thus sinusoidal instantaneous acceleration)
this is consistent with the prediction that differential phase
errors will be proportional to angular acceleration (27).

Figs. 6 and 7 compare the height estimation errors for the
conventional (12) and new dual reference track approaches
for two different slant range values (R = 10& 15 km). The
reference tracks were chosen to minimize the possible biases
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Conventional Dual Track Approach
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Fig. 6. A comparison of simulated height estimation errors from real Convair

580 flight motion with unknown terrain (2 = 10 km, i = 1 km) between the
conventional and new dual reference track approaches.
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Fig. 7. A comparison of simulated height estimation errors from real Convair

580 flight motion with unknown terrain (R = 15 km, h = | km) between the

conventional and new dual reference track approaches.

R

=

that can occur in the conventional approach [14] by using the
mean antenna positions. At near range the errors resulting from
the aircraft roll are small in the new approach compared to the
residual biases of the conventional approach. At larger ranges
the errors are about the same size but the new approach has
larger higher frequency errors due to the roll. The conventional
dual track approach is less sensitive to aircraft roll because
the measured differential phase only partially follows the
instantaneous antenna baseline roll. This happens because
the angular acceleration-induced differential phase errors are
of opposite sign to the change in the expected differential
phase of the sinusoidal roll. In addition, the finite aperture
extent effectively smooths out the roll. Both approaches yield
negligible errors for targets at the reference level despite the
aircraft motion. It should be noted that this experimental case is
a worst case example for the new approach and a best case for
the conventional approach because the aircraft motion had very
small low frequency roll drifts yet high frequency oscillatory
roll.
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Fig. 8. Simulated azimuth broadening from real Convair 580 flight motion
with unknown terrain (R = 10 km, # = 500 m).

Note that spike errors in estimated height occur in both
approaches in Figs. 6 and 7. These are caused by large
accelerations perpendicular to the radar line-of-sight, coupled
with unknown terrain. The accelerations can be noted from the
displacement curve in Fig. 8, and the effect of the accelerations
is azimuth defocusing (see Fig. 8) and differential phase errors.
The differential phase errors lead directly to the observed
height estimation errors.

Fig. 8 shows the resulting azimuth broadening 3 dB width
for a target elevation of . = 500 m above the reference
track. Also plotted is the variation of the displacement from
the reference tracks perpendicular to the line-of-sight direction
(6 m displacement corresponds to about 12% on the vertical
axis). As noted above, moderate defocusing occurred at a
few positions along the flight line, coinciding with the peaks
of translational acceleration. When the target elevation was
increased to 1 km, extreme defocusing (>100% occurred at the
same isolated positions along the flight line. At these positions
some small differential defocusing was observed < 10%). The
measured defocusing is consistent with the theory.

The resulting mis-positioning of the peak in azimuth for
targets with & = 1 km was also observed. The results were the
same across the range swath with an average of | m rms. Using
(22), and by filtering the motion data with a one second long
rectangular filter to estimate the velocity, the predicted shift
was calculated. The predicted and measured results agreed to
within a 0.1 m rms error. The differential shift was negligible.

Although the simulations were only performed at C-band,
the modeling can be used to extend the results to other bands.
For instance, the range varying range spectral shift (17) will
be smaller at L-band and larger at X-band. But, the height
estimate biases due to RCM effects (20) and unknown terrain
(29), and defocusing due to unknown terrain (24), will be
larger at L-band and smaller at X-band.

B. Processing CCRS InSAR Data

Processing with CCRS C-band InSAR data was carried out
to illustrate the differences in the various motion compen-
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Fig. 9. Slant range SAR image of Three Hills, Alberta. Image extent: 4
km in azimuth (vertical) by 8 km in slant range (horizontal) (1024 x 2048
samples). Gray level mapping shown at left.

sation approaches. The InSAR processor will be described
first, followed by a description and display of the resulting
interferograms. Some additional experiments with inertial data
errors will also be described.

A basic InSAR processor was implemented to process the
range compressed data obtained by the CCRS InSAR system.
The main processing steps included:

1) Resample channel B to register with channel A at the

reference level.

2) Perform motion compensation phase correction to each

channel using single or dual segmented reference tracks.
No motion compensation resampling was performed.

3) Perform azimuth compression using fast convolution

without RCMC.

4) Form the interferogram and perform azimuth phase

smoothing.

5) Optionally, apply extra phase correction if dual tracks

used.

The data set processed was of the Three Hills area in
Alberta, Canada. The data was acquired by the CCRS InSAR
system in Feb. 1992. The scene is of farm land with rolling
hills (Fig. 9). The processing parameters used were those of
Table II. The raw data processed was 12 000 range lines with a
swath width of 2048 samples. The interferograms were phase
smoothed by sample averaging of 10 samples in azimuth and
down sampled by 10 producing a final image 2048 samples in
range by 1024 in azimuth. This yielded about equal sampling
intervals of 4 m in each direction.

Fig. 10 shows the resulting interferogram differential phase
for the dual reference track case. One cycle of the color wheel
corresponds to a change of 27 rad. The dominant variation is
due to the flat earth fringes which depend upon the reference
track positions. The discontinuity in the reference tracks at
azimuth sample 512 will clearly pose unwanted constraints on
phase unwrapping. The flat earth fringes have to be removed
before the variation due to topography will be visible in the
interferogram. This is what the proposed extra phase correction
accomplishes.

Fig. 10. Differential phase of interferogram generated using dual reference
track motion compensation for Three Hills scene. One cycle of color wheel
(at left) corresponds to 27 radians. There is a discontinuity in the reference
tracks at the center of the azimuth extent.

Fig. 11. Differential phase of interferogram generated using new dual/single
reference track motion compensation for Three Hills scene. One cycle of color
wheel corresponds to 7 radians. There is a discontinuity in the reference tracks
at the center of the azimuth extent.

Fig. 11 shows the resulting interferogram differential phase
for the new dual/single track case. One cycle of the color
wheel corresponds to a change of 7 rad. The extra phase
correction was applied to the phase smoothed and down
sampled interferogram to reduce computation given that mo-
tion compensation resampling was not performed. The new
dual/single approach has the expected continuous differential
phase across the segmentation boundary. This result was
compared to the interferogram generated using the single
reference track approach yielding a mean difference of 6 cm
in elevation and an rms difference of 3 cm. It is clear that for
the CCRS case the single reference track approach without
RCMC is adequate if the processed RCM is small (<% of a
resolution cell).

To check the equivalence of all approaches with regard to
inertial data errors, real data experiments were carried out. A
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clutter data set was selected from the Three Hills data and
processed using the “correct” INS data supplied by CCRS
for motion compensation and elevation estimation. Following
this benchmark run, the same raw data was processed but
with bias errors or zero mean, independent from pulse to
pulse, Gaussian errors added to the INS data. The single and
both dual track motion compensation approaches were used.
The height estimates were compared to the height estimates
from the baseline run and the errors computed. All methods
produced the same variance of height errors. As an example
of the results for the CCRS processing parameters, a 1 mm
rms error in the position of the receive-only antenna produced
about a 0.4 m rms height estimation error at near range
(R = 10 km). For the bias case, a 1 mm bias error in the
horizontal and vertical position of the receive-only antenna
position led to a height estimation bias of about 0.5 m at near
range. Clearly, very accurate antenna position information is
needed in order to meet the accuracy goal of one meter, likely
requiring a combination of the Global Positioning System
(GPS) for long term stability and INS systems for the high
frequency response.

VII. CONCLUSIONS

In this paper, the main accuracy issues involved in motion
compensation for airborne interferometric SAR have been
discussed and evaluated using point target simulation and
by processing CCRS C-band InSAR and inertial data. In
general, if the two antennas are rigidly connected then many
of the phase errors due to nonideal motion compensation are
common to both channels and cancel out in the interferogram.
Exceptions to this can occur when the range varying phase
correction (RVPC) is different between channels, when the
antennas drift away from the reference track(s) leading to large
range spectral shifts, when there is unknown terrain coupled
with aircraft roll, and from inertial data errors. Errors common
to both channels are defocusing and azimuth shifts due to un-
known terrain coupled with cross-track motion perpendicular
to the line-of-sight direction. The azimuth shifts are correctable
as a post-InSAR processing step, but defocusing correction
would require an autofocus scheme or an iterative processing
approach using some initial estimate of the terrain elevation.
The range varying range spectral shift will be larger for shorter
wavelengths, but the height bias errors due to RCM effects and
unknown terrain, and defocusing due to unknown terrain, will
be smaller.

The single and dual reference track approaches each have
their own advantages. A new approach has been proposed
which combines the benefits of both. The method uses the
original approach of dual reference tracks that are segmented
to remain near the antenna positions, but this is followed by
a new post-compression phase correction to simulate a single
segmented reference track. This approach produces accurate
differential phase that is continuous across the segmentation
boundaries and compensates for bias errors caused by un-
known terrain coupled with low frequency aircraft motion.
One consequence of using the instantaneous antenna positions
for the phase to elevation conversion is that there can be an

increased sensitivity to errors from oscillatory roll coupled
with large deviations from the reference track.
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