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ENVISAT ASAR Data Reduction:
Impact on SAR Interferometry

lan H. McLeod, lan G. Cummingylember, IEEE.and Michael S. SeymouGtudent Member, IEEE

Abstract—An onboard synthetic aperture radar (SAR) signal- Canada, for the European Space Research and Technology
dat_a reduction algorithm called F_Iexible Block Adaptive Quanti- Center (ESTEC) in 1994 [2]. FBAQ reduces the 8-bit/sample
zation (FBAQ) was developed in 1994 for the Advanced SAR gaR signal data to 4-, 3-, or 2-bits/sample, as selected by

(ASAR) on the ENVISAT satellite. This paper presents work o trol d a full 8-bit h h de is al
done in a follow-on study that examined the impact of the data- mission control, and a Tull o-dit pass-through moae 15 also

reduction algorithm on the accuracy of two digital elevation Supported. In a previous study, several variations of the algo-
models (DEM) produced by using the technique of repeat-pass rithm were tested and compared to other SAR data reduction
SAR i_nterfe_rometry. All threq allowable d_ata compression ratiog techniques, such as Vector Quantization [2]-[4] (the results of
were investigated to determine the maximum compression ratio 5 yarajiel study are given in [5]). Tests included both quality
appropriate for SAR interferometry. Based on the scenes studied . :
in this paper, it was concluded that a reduction from 8 to Measures of the reduced SARIS|gnaI data and an eva}luatlon
4-bits/sample was the maximum data reduction ratio appropri- Of images produced from the signal data [6]. The version of
ate for precision SAR interferometry, while 8 to 3-bits/sample FBAQ eventually chosen was found to deliver high image
and 8 to 2-bits/sample encoding were only appropriate for less- quality using an encoder suitable for implementation on a
demanding wide-swath applications. single application-specific integrated circuit (ASIC) [2] (the

Index Terms—Block adaptive quantization, data compression, results of a parallel study are given in [7]). The ASIC was
satellite interferometry. implemented by Saab-Ericsson Space in 1994.

However, while the quality of SAR images produced using
the algorithm were evaluated with good results, it was also

HE EUROPEAN Space Agency’'s (ESA’s) remoteconsidered important to examine the impact of data encoding
sensing satellite ENVISAT is scheduled to be launched ah selected applications, such as ocean wave analysis (wave-

1999, with the Advanced SAR (ASAR) as the SAR imagingnode) [8] and repeat-pass interferometry [9].
sensor. Capable of multiple imaging modes and resolutions|n this paper, the results of experimental studies using
ASAR will offer users a flexible all-weather, day or nightERS-1 SAR data are used to assess the impact of FBAQ
high-resolution imaging sensor. However, the quantities ehboard data encoding on the accuracy of digital elevation
SAR data that can be produced is constrained by the sizengddels (DEM) produced using repeat-pass SAR Interferom-
onboard data storage and downlink bandwidth [1]. etry. Sections Il and Il describe the theory of FBAQ and

To address this constraint, while supporting the wide-swaitiiterferometric SAR (INSAR), while Sections IV and V detail
applications demanded by users, an onboard data reductie® experimental methodology and the results obtained during

scheme was proposed. The data reduction algorithm w#ae study. Concluding remarks are given in Section VI.
required to be relatively simple at the encoder to provide

high reliability and throughput while using minimal satellite Il. FBAQ

resources. In addition, it was deemed desirable to offer multi-The FBAQ SAR data reduction algorithm developed by
ple data reduction ratios, as the various operating modes hygcDonald Dettwiler and Associates for the ENVISAT mis-
different image quality/data volume requirements. sion evolved from the Block Adaptive Quantization algorithm
To meet the onboard data reduction criteria of the ENVISAdeveloped by the Jet Propulsion Laboratory (JPL), Pasadena,
ASAR, a SAR signal-data reduction algorithm called Flexiblga, for the Magellan Mission to Venus [10] and later used on
Block Adaptive Quantization (FBAQ) was developed by Mache Shuttle Imaging Radar Mission C (SIR-C). Whereas both
Donald Dettwiler and Associates (MDA), Vancouver, B.C.jp| implementations were for a fixed data-compression ratio
Manuscript received December 27, 1995; revised July 7, 1997. Th@ to.2—b|ts for Magellan, 8 to 4'b|t$ for SIR-C), the_FBAQ_
work was performed under ESA Contract 10737/94/NL/JG.WO 03, witglgorithm allows operational selection of compression ratio
Saab-Ericsson Space as the prime contractor and MacDonald Dettwilerfigsm mission control. This added flexibility is important for
the subcontractor. The technical work was performed in the MDA/NSER . -
Industrial Research Chair at the University of British Columbia. This worﬁ.IOdern SAR sensors, such aS_AS_AR' as the d'ﬁer?nt operating
was supported by MDA and NSERC. modes of the sensor and applications of the SAR images have
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ENVISAT SAR signal data can be modeled by the followinghe algorithm was very insensitive to block sizes between 64

statistical properties [11]: and 128 samples for ENVISAT data [4].
1) baseband complex data, sampled at 8-bits/sample (8IFor each block of data, the FBAQ algorithm implements
8Q); the following steps:
2) zero-mean, circular Gaussian distribution of complex 1) estimate the variance of the block of data;
samples; 2) calculate the optimum thresholds;
3) small amount of saturation in the analog to digital 3) quantize the data using the optimum thresholds to less
converter; than 8 bits/sample;
4) low correlation between the | and Q channels; 4) transmit the quantized data to the ground, along with
5) low intersample correlation in range and azimuth (the  the variance estimate;
two dimensions); 5) on the ground, calculate the optimum reconstruction
6) slowly changing variance in both slant range and az- levels;
imuth; 6) reconstruct the quantized data.
7) range and azimuth data spectrum is relatively flat. The previous studies also concluded that different reduction

Due to the low sample-to-sample correlation, lack of sysatios were appropriate for SAR data intended for different
tematic patterns in the data, and relatively large bandwidtlises [4].
with respect to the sampling rate, many traditional spatial-data. 2 pits/sample: good visual quality, all image features well
reduction algorithms such as pFEdiCtive COding or transform reproduced’ no misregistration_ Recommended for wide-
coding are not optimal for SAR signal data [11]. In particular,  swath applications in which the image data is interpreted
lossless data reduction algorithms generally perform poorly visually;
(yield low-compression ratios) on the relatively uncorrelated « 3 bits/sample: excellent image quality, radiometry, and

SAR signal data. However, due to the relatively low SNR  point-target responses well preserved, no misregistration
levels of satellite SAR data (between 5 and 15 dB), a moderate effects. Recommended for most applications with average

amount of added noise due to lossy-data reduction will not jmage quality requirements.

have a significant impact on image quality. « 4 bits/sample: best image quality, radiometry, and image
statistics very close to 8-bit data levels, low levels of
B. Algorithm Description phase error. Recommended for precision applications

] ) ) involving detailed computer analysis.
Of the SAR signal-data properties listed above, the moEgr these reasons, it was decided to support four compression
significant for choice of data encoding algorithm are the zerg,. . . Supp : Pres;
) : L : .ratios in the ASAR scheme: 8 to 2-bit, 8 to 3-bit, 8 to 4-bit,

mean, circular Gaussian distribution with a slowly changmgrld a pass-through mode (no encoding)
variance in both the slant range and azimuth directions. Tn '
1960, Max [12] showed that for a nonuniform probability-
density function (pdf), data could be quantized more efficiently
(in the mean square error sense) using nonlinear threshold anbh satellite SAR interferometry, two images are acquired for
reconstruction levels that were optimized for the pdf of the scene from slightly different viewing angles [13], [14]. The
data. If we assume the data to be zero mean and Gaussidrss-track imaging geometry is illustrated in Fig. 1, where
distributed, the only variable that needs to be determined $\R1 and SAR2 represent the viewing positions, separated
calculate all threshold and reconstruction levels is the variangg the baseline distancB at an anglex. If the ranger and
of the data. Note that the variance is nonstationary within thange differenced are known, the off-nadir viewing angie
SAR data set. can be computed from the Law of Cosines

To address the nonstationary nature of the data, the SAR (r 4 68)2 =12 — B2
data is first quantized to 8 bits/sample by using a standard sin(oe — 0) = 5B @
uniform quantizer (since 8 bits is sufficient to cover the full !
dynamic range of the radar demodulator). FBAQ then divid@§d with the satellite altitude above the datum gebjdhe
the sampled data into blocks, under the assumption that fiight = of point P is
statistics within each block are stationary. Choosing the size = h—rcosh. )
of the block is a tradeoff: the block must be small enough that
the variance of the SAR data is essentially constant within theln practice, the baseline length and anglg, () must
block, but large enough that an adequate estimate of the bldiek determined accurately usinig points (points of known
variance can be made. elevation on the ground) [13], [15], [16]. To measufe

The amount of variability within the SAR data is sensoinSAR processing utilizes the fact that a small difference in
dependent, being a function of the range chirp length aneturn distance, such a§ will appear as a mod = phase
azimuth beamwidth. While it is best to choose blocks wittifference @) between the pixel representing point P in the
dimensions in azimuth as well as in range, for simplicity anBAR image produced by SAR1 and that produced by SAR2.
storage reasons, a block is taken as a number of consecufihe phase differences between the two images are measured
samples from a single range line. Previous studies at MO#y registering the images to a subpixel level, then multiplying
determined that range-direction blocks were adequate and tha¢ image by the complex conjugate of the other to form an

I1l. SAR INTERFEROMETRY
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Fig. 1. Satellite across-track INSAR geometry.

interferogram The interferogram phase is thus a mapdf  Assuming a small range of look angles, as is the case for
at each pixel location in the registered images. For satelléeenes processed in this study, the simplified (4) can now be
INSAR, the relation at a given pixel can be expressed as rewritten as

7\ sin 6
vt [(P)riasd @ o= (g ) ©

A modzr

Thus, if the rms level of phase error added to an interferogram,
where ¢; and ¢, are the phase of the complex pixel repredue to data reduction techniques, can be measut@ll (he
sentation point P in the SAR image produced by SAR1 amdsulting rms error in height estimates:{ can be determined
SAR2, respectively. The termi,gige accounts for any phaseusing (6).
noise present on the interferogram that make the measuremerit can be seen that for a given ERS-1 INSAR pair with phase
of the phase difference more difficult. There are many sourceisor d®, the dominate factor in determining the amount of
of such phase noise [16], [17], but for this study we are moBeight error is the normal baseline componéht. A larger
concerned with the increase if,gjse caused by the FBAQ baseline will mean less height-estimation error for a given
algorithm. phase error. However, the normal baseline may only be so

The relation between phase noige and height-estimation large before the correlation between the scenes becomes too
uncertaintydz in the DEM can be illustrated by differentiatingsmall to be useful [18] and phase unwrapping problems occur.
(1)—(3), with respect teb

A. Coherence Magnitude

dz =7 €in <I><d—9> To measure changes in the phase-noise level of interfero-

d® d® grams, due to FBAQ, we can simply compare interferograms
_ rsinéf < A n o ) (@) produced by using data that has been FBAQ encoded/decoded
~cos(a—0)\4nB  rB(4n)? )’ to the original interferogram. However, it is important to

consider the noise added by FBAQ within the context of
The inclusion ofr (on the order of 850 km) in the denominatotthe noise already present from other sources. To do this, we
of the second term within the brackets of this equation makgged an estimate of the phase-noise levels of the original
it negligible compared to the first term, and it may be removeg@dnencoded) interferograms. This can be accomplished through
from the expression. From the INSAR geometry, the baselingzasurement of coherence magnitude of the data [19], [20].
component normal to the look directighcan be calledB,,, Coherence magnitude provides a measure of the noise
and we can use content, and hence quality, of interferograms. Assuming a

constant interferogram phase over a small region, the complex

B,, = Bceos(a — 6). (5) coherence~) between two complex images and S, used
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Fig. 2. Pdf of ten-look interferogram phase for coherence magnitudes 0.2, 0.4, 0.6, and 0.8.

al. [22] showed that the effective number of looks may be less
than the theoretical number of looks for real SAR data, finding

_ E{5155} 7 that for ERS scenes an effective number of looks between
7= VE{[S1PYE{[S2]?} (7) eight and 12 was appropriate for a two range by ten azimuth

sample averaging window. The probability distributions are of
where E{.} represents the expected value and * represerifg same form, but the effective number of looks should be
complex conjugation. substituted for the theoretical value.

The coherence magnitudtg| varies between zero (no corre- Fig. 2 shows the pdf's of interferogram phase differences
lation) and one (complete correlation), and the coherence ph#t were derived by Lee for ten-look smoothing and various
(arg{S1S3}) is simply the phase of the interferogram aftelevels of coherence magnitude. The standard deviation of these
averaging. The addition of phase noise to the image data Hgfributions provides an estimate of phase-noise level. It is
the effect of increasing the standard deviatiomaf{S; S5}, clear that, as coherence magnitude increases, the standard
which in turn lowers the value of coherence magnitudé€geviation of the phase distribution becomes smaller. Note that,
Thus, coherence magnitude provides a means of assessingd@he2 coherence magnitude of zero, the phase distribution
amount of phase noise associated with an interferogram (i\wQuld be uniform. As coherence magnitude increases, the
pixels of the image with low levels of phase noise will hav@hase distribution narrows in a Gaussian-like manner, until
high coherence magnitude values, those with high levels @&f a coherence magnitude level of one, a delta distribution
phase noise will have low coherence magnitude). For INSARgcurs (zero phase noise).
this implies that areas of high coherence magnitude will be Fig. 3 shows phase standard deviation versus coherence
those most appropriate for processing as they have less phaggnitude for one-look, ten-look, and 20-look smoothing.
noise and will thus yield better height estimates. These curves provide a way to use coherence magnitude to

The relationship between coherence magnitude and standestimate phase noise. For example, from the curves we see
deviation of phase error for multilooked data was derived What a region of the interferogram with a coherence magnitude
Lee et al. [19] and by Joughiret al. [21], assuming constant of 0.8 will have a phase uncertainty of about’ s for the
phase. The derivation by Lee shows that the phase standsirgjle-look image, but only about 1@ms in the ten-look case.
deviation of an interferogram depends only upon the coherencé he change in coherence magnitude, due to the addition of a
magnitude of the data and the number of “looks.” For INSARjiven amount of phase noise, depends uporirtitial level of
the number of looks means the number of interferogram pixe&lsherence magnitude. For the multilook case, a small amount
coherently averaged together to reduce phase noise. Joetghiof phase noise added to an area of high coherence (such as

to create the interferogram is defined as
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Fig. 3. Interferogram phase standard deviation versus coherence magnitude for one, ten, and 20 looks.

TABLE |
INSAR PROCESSING PARAMETERS

Parameter (symbol) Sardinia Toolik Lake
wavelength (A) 0.0566 m 0.0566 m
look angle (8..) at center swath 22.4 degrees 24.0 degrees
slant range sampling interval (Ar) 7.905 m 7.905 m
baseline normal to slant range (B,) 126 m 40.4 m
baseline parallel to slant range (B) 65 m 98.2 m
slant range distance to center range 844 km 858 km
pixel (ro)

0.8) will cause a relatively large drop in coherence magnitud241 (Aug. 2, 1991) and 327 (Aug. 8, 1991). The second pair
while the same amount of phase noise added to an area of isWoolik Lake, Alaska, from orbits 943 (Sept. 20, 1991) and
coherence will cause a much lower change in the cohererdd@29 (Sept. 26, 1991). The InSAR processing parameters used
magnitude level. For example, much more phase noise wotikd the two scenes are given in Table I.

have to be added to cause the coherence magnitude to move

from 0.3 to 0.2 than from 0.8 to 0.7 in the multilook case.
B. Data Preconditioning

V. EXPERIMENTAL METHODOLOGY In order to model 8-bit, zero-mean ENVISAT data, the

: . h?-bit, 15.5-mean ERS-1 data was preconditioned to 8-bit zero-

In order to examine the effect of data encoding on EN- . . ) .
. ) ; . mean format. This essentially involves subtracting the mean,
VISAT, it was best to use available data with properties . . .
-~ . adding a small amount of noise to the data set, reducing
similar to those of the future system. These properties gje ion levels of the hi bit level .
dependent upon system parameters, such as imaging geometre saturgtlon Jevels o the |§tqgram to 8-bit evels using
: xbnentlal noise, and requantizing the data to 8-bit format.

. L e
transr_nlttgr POWer, Wavele_ngth, polan_zatlon, and level of Slgn‘?ﬁe addition of noise to the data will reduce the coherence
guantization. As data with properties very close to those

expected for ENVISAT can be obtained from data from th%agnltude.shghtly, but SEIves the Important purpose of filling
the data histogram and increasing the entropy of the data to

current ESA SAR satellite ERS-1 [4], it was selected for UShe levels expected for 8-bit ENVISAT data, so that the correct

in this study. statistical properties of the ENVISAT data is presented to the
algorithm. This is important as the performance of FBAQ is
strongly dependent on the histogram of the data. The average

Two InSAR scenes with quite different characteristics wereduction in coherence magnitude due to the addition of the
selected for the study. The first is Sardinia, Italy, consistingpise was measured at 0.02, which was not substantial enough
of ERS-1 data acquisitions taken six days apart during orbtts impact the INSAR processing.

A. Scene Selection
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Fig. 4. Relation of FBAQ encoding phase error to magnitude. M1 represents a low-magnitude (dark) SAR image sample. M2 represents high-magnitude

(bright) image sample. Notél > 62, despite the fact that the error level for M2 has been exaggerated.

In order to allow useful interpretation of the results despite Phase unwrapping is the process of removing the mod 2
the increased noise levels, the following method was usedwraparound of the interferogram phase. It is needed if absolute

« The created 8-bit scene was treated as the “original” EReight measurements are to be obtained, though it is not needed
VISAT data, and all error measurements due to encodifiyy this study, as DEM error levels can be estimated through
were taken relative to this scene. the use of (6). Phase unwrapping was not attempted in this

« The coherence magnitude levels of each pixel in trdudy due to the difficulties in ensuring consistent processing
smoothed interferogram created from the 8-bit data wefgross scenes, since phase unwrapping often requires a certain
measured and called the “original” coherence magnitudével of manual intervention for satellite SAR data.

« The changes due to the encoding process were measuredowever, one important concern is that FBAQ might make
for each pixel in the smoothed interferograms creatdfle registration or phase unwrapping processes more difficult.
from the data that had been compressed using 4-, 30 address this issue, a separate experiment was performed
and 2-bit FBAQ. For each pixel, the change experiencé@r both registration and phase unwrapping. For registration,

due to encoding was related to the “original” coherend@€e required shifts in azimuth and range were also estimated
magnitude of the pixel. using only FBAQ encoded/decoded images, and the results

Thus, the effect of the encoding on the interferograms @Qmparegj to the shifts determined.for the original. For phase
quantified as a function of level of coherence magnitude prifPWraPping, the number and location of phase residues were
to encoding. The only impact of the additional noise is tg'onitored to determine if FBAQ was causing a significant
slightly change the distribution of the coherence magnitu@@ange to the phase residue levels within the interferogram.
values contained in the interferogram. Both high and lolvhase residues are discontinuities in the phase of the interfer-
coherence regions still existed and the impact of FBA8Zram and represent a limiting condition of phase unwrapping

encoding on these coherence levels was measured. algorithm effectiveness [23]. A substantial increase in the
number of phase residues would indicate that the difficulty

. of the phase unwrapping process had been increased by the
C. Interferogram Processing Steps FBAQ encoding.

After preconditioning the ERS-1 SAR data to ASAR format,
the data was encoded/decoded using FBAQ. The following V. EXPERIMENTAL RESULTS
processing steps were then applied to both the original (unen-
coded) data and the FBAQ encoded/decoded data: A. Image Phase Noise

1) process SAR signal data into single look complex (SLC)

images;
2) register the images to the subpixel level,
3) oversample the images by a factor of two, and form

To understand the impact of phase noise on the interfero-
gram, we must first consider how it is added to the images that
form the interferogram. FBAQ quantization noise is added to
e real and imaginary components of the 8-bit SAR signal

interferogram; . . . data separately. Larger levels of noise are added to the higher
4) remove flat earth fringes in range and any azimuth phase : .
ramps: sample values since they are quantized more coarsely. As

. : — shown in Fig. 4, when the complex noise (represented by the
5) smooth the images using coherent averaging; . . : .
: dashed circle in the complex plane) is added to two possible
6) measure interferogram phase error and coherence mag-_ h it h ; f
nitude: gnitude vectors M1 and M2, t e resu ting phase noise o
o . N M1’ and M2 are not equal. Specifically, the phase noise
7) determine incremental DEM height-estimation error due . : .
to FBAQ using (6) addeq to the bright areas of the image (those with a large
' magnitude, such as M2) is less than that added to dark samples
(represented by the short M1 vector). As Fig. 4 illustrates, this
can be true even if higher levels of noise are added to the
In the above methodology, it was important to ensure thatight samples, as shown by the larger radius of the complex
the same processing parameters were used at each step imtiiee added to M2. After image processing, this effect is also
processing chain to isolate the errors due to FBAQ. Thus, omigticeable in the bright and dark regions of the SAR image.
the original images were used to determine the registrationThe effect described in Fig. 4 was observed in both the

shifts, which were then applied to all the other encoded imag&ardinia and Toolik Lake scenes. Fig. 5 illustrates this inverse

D. Registration and Phase Unwrapping
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Fig. 5. SLC image of Sardinia and corresponding phase noise due to 3-bit FBAQ encoding. Phase noise has been multiplied by ten to show detail,
i.e., all phase errors greater than 25.5 appear at maximum brightness (orbit 241, slant range vertical, azimuth horizontal). Scatter plot shows imag
magnitude versus FBAQ phase noise for 3-bit encoding.

relationship between image brightness and FBAQ phase nois@his trend has important implications on interferometric
using real SAR data from the study. The magnitude and Brocessing. Bright pixels correspond to areas of high radar
bits/sample FBAQ phase error of the SLC Sardinia scene aeturn in the image and, hence, areas of high SNR. A strong
shown. Note how the dark area in the center of the scer@ationship exists between the SNR level of the images and
experiences the most FBAQ phase noise. The scatter plotfie coherence magnitude of the interferogram. Assuming that
Fig. 5 shows clearly the trend toward higher levels of phasemporal and baseline decorrelation (phase noise added due to
error in the darker (lower magnitude) areas. changes on the ground between image acquisitions and due to
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TABLE 1
IMAGE AND RAW INTERFEROGRAM GLOBAL FBAQ PHASE-NOISE MEASUREMENTS
Image 1 rms FBAQ Image 2. FBAQ Raw Interferogram FBAQ
phase noise rms phase noise rms phase noise before
(degrees) (degrees) smoothing (degrees)

Sardinia

4-bit encoding 13.2 14.0 18.8

3-bit encoding 233 242 32.6

2-bit encoding 372 38.3 50.7

Toolik Lake

4-bit encoding 10.9 10.9 15.3

3-bit encoding 18.7 18.7 26.1

2-bit encoding 30.8 30.7 42.2

differences in ground reflectivity when viewed from differendf black to white is one rotation from= to 7, or onephase
angles) are not dominant, the primary source of decorrelatifsinge. These scenes were chosen for their differing statistical
in the interferogram will be receiver noise, which is directlyproperties, which represent extremes in INSAR processing. The
related to the SNR of the original images used to form thegged Sardinia scene contains widely varying levels of SNR
interferogram. Thus, areas of low SNR in the images widnd coherence magnitude and a high density of phase fringes.
produce areas of low SNR within the interferogram, whicfihe Toolik Lake scene has relatively high SNR across the
in turn will have a low value of coherence magnitude. Thehole scene and high coherence magnitude. The combination
relationship between SNR and coherence magnitude candbea short baseline and relatively flat terrain means that the
expressed as phase varies very slowly across the interferogram after the
1 removal of flat-earth fringes and only two phase fringes are

(8) Vvisible.

When FBAQ encoding is applied, the result is an increase in

vl =
\/(1 + SNR)(1 + SNR; 1)
. the phase-noise levels of the smoothed interferograms. Fig. 7
where SNR and SNR are the SNR values for the images use hows the histograms of FBAQ phase noise for the Toolik

to form the in_terferogram [20]. Since areas _of_high c_oherera%?ke scene at various levels of data reduction. In all cases
are those suitable for INSAR processing, it is an import e phase noise is zero-mean, approximately Gaussian shaped,

observation that little phase noise is added in those regIQl)ien decreasing standard deviation for decreasing reduction
due. tOHFB.AQ' d that th h dded ratio. Similar results were obtained for the Sardinia scene.
thglir;gaé’eItmv(\;?sthgolt‘gllot/v;tgtc(raitz?fﬁQ phase error adde K?ote that the_global rms value of the phase r_loise has been
: reduced considerably by the smoothing operation, as seen by
a) was zero mean; the decreased rms value of the distributions in Fig. 7.
b) was uncorrelated with the original phase of the image yowever, the relative impact on adding phase noise to the
samples; _ _interferogram can only be calculated if the local level of
¢) had a histogram that was approximately Gaussiafnase noise prior to encoding is considered. As previously
shaped. mentioned, this initial phase noise is directly related to the
The FBAQ phase error in the two images used to form thgherence magnitude of the original interferogram. This is
interferogram was assumed to be statistically independeifiistrated in Fig. 8, where the amount of phase noise added
This assumption is reasonable given that the interferogrameach pixel is shown as a function of coherence magnitude
phase error was nearly equal to the quadratic sum of the phpger to data encoding. The fact that the Sardinia and Toolik
error of the two images, as shown in Table Il. However, it isake results are very similar, despite the large differences in
the local phase error statistics, specifically those in the higheir interferograms, shows the importance of considering the
coherence magnitude regions, which are most important fsiiase noise added to different pixels of the interferogram,
INSAR DEM generation. in the context of their coherence magnitude prior to data
encoding. Although the scenes are extremely different, there
B. Interferogram Analysis is a very strong correlation between the original coherence
In Fig. 6, the smoothed magnitude and phase of the im_agnitudg level of the interferogram .pixels.and the level of
terferograms used in this study are shown. The scenes BR@se noise added by FBAQ. Specifically, it was found that
approximately 18 km in range by 3 km in azimuth and

have been smoothed using two range. samples by ten a2|mum:ompare the Fig. 7 rms values with the values given in Table Il for the
samples to produce square ground pixels. One phase chamngeoothed case.
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Fig. 6. Smoothed original image magnitude and interferogram phase for Sardinia and Toolik Lake scenes used in this study.

less FBAQ phase noise was added to the regions of highise can be modeled as independent, zero-mean, random
coherence magnitude, as explained in Fig. 4. variables. The original DEM uncertainty is obtained from the
original coherence magnitude estimates, which are related to
phase uncertainty via Fig. 3 and converted to height uncer-

C. Digital Elevation Model Results _ _ _ :
Two separate estimation procedures were used to determtl%'gty via (6). Since for ERS-1 the pixels are not completely

the impact of the interferogram phase noise on DEM accura%scorrdated' an effective number of looks equal to ten was
For both, only regions with coherence magnitude levels greafsy>umed. based on the results of [13] and [22] for ERS-1 data.
than 0.35 were investigated, since these are the regions mogt '€ Sécond method of analysis was to measure the change in
appropriate for INSAR mapping. The first method was tgoherence magnltude.dueto encoding, and from that determine
simply add the variance of the FBAQ phase noise to that of tffée level of phase noise that must have been added to cause
initial phase noise, as determined using coherence magnitdift change by using the relation between coherence magnitude
estimates. This is the method commonly used to estimate fied phase noise. This level of rms phase noise could then be
impact of several independent phase-noise contributions. Teé@averted to rms height error by using (6). This method has the
total variance could then be converted to a DEM rms heigadvantage of removing the assumption of independent, zero-
uncertainty by using (6). This method assumes implicitly thatean, phase-noise distributions, but has practical difficulties
both the initial interferogram phase noise and the FBAQ phadee to the addition of bias in the coherence magnitude esti-
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mator. Although bias levels are relatively small for coherendaken on a percentage basis, which removes the baseline-length
magnitude levels above 0.35, they become significant whdependency of the results.
measuring the change in coherence magnitude due to encodingd,he estimate obtained through addition of variances yielded
since the small changes being measured may be on the ottier higher error measure, which was adopted as an upper
of the bias level. Bias is added to a greater extent at Idwound on the error. For the estimate obtained through addition
coherence magnitude values and for a low number of loo&§ the phase-noise variances, the percentage increase in rms
[24]. Thus, to reduce the impact of bias, a larger smoothifdgight uncertainty for each coherence magnitude level was
window was used in the coherence magnitude calculatidound. The values for the 4-bit encoding varied between 2.3
Specifically, a 4x 20 window was used instead of a2 to 4.2% for the Sardinia scene and between 1.8 and 5.0%
102 However, the use of a 4 20 window was only possible percent for the Toolik Lake scene. Based on these results,
for the Toolik Lake scene with its relatively constant phas¢éhe average percentage increase was calculated to be 2.9%
In the Sardinia scene, the phase fluctuations caused by terfainthe Toolik Lake scene and 2.3% for the Sardinia scene,
changes make the use of a420 window impractical without and thus, both were less than 3%. An average rms increase in
implementing a phase compensation algorithm, which was raight uncertainty of about 1.5% was observed for the estimate
done for this study. The & 20 results were then interpolatedobtained through measuring changes in coherence magnitude.
to the same scale as the 2 10 results to make a fair It is important to note that the 3% increase can be viewed as a
comparison. worst-caseestimate, since it assumes perfect knowledge of the
Once again, the changes due to encoding were monitota@AR geometry. In actual DEM generation, a finite error term
for each pixel based on the level of coherence magnitudeisfintroduced, due to uncertainties in determining the satellite
the pixel prior to data encoding. The rms height-uncertainpositions and, hence, the baseline length and angle. The size of
levels, as a function of initial coherence magnitude, are showhis error term will vary from scene to scene. As an example,
in Fig. 9 for the original, 4-, 3-, and 2-bit FBAQ encodingif a typical error level of about 3-m rms was included in our
As can be seen, both analysis methods produced results veghimates for the Sardinia scene, the percent increase in error
very similar trends. Specifically, the 4-bits/sample encodirdue to FBAQ dropped to less than 1%.
performance curve is very close to the original performanceThe upper bound on average rms height uncertainty in-
curve for no encoding, and the 3- and 2-bit performanageases in the 3- and 2-bit FBAQ encoding cases to between
curves show increasing levels of rms height uncertainty dabout 7-10% and about 30—45%, respectively. While interfer-
to data reduction. Note that the difference in thaxis values ometric processing was still possible for these levels of data
between the Sardinia and Toolik Lake scenes is due to tleluction, their usefulness would be limited to DEM appli-
difference in perpendicular baseline length (126 versus 4@dtions where high coverage is a priority (e.g., the TOPSAT
m). To account for this effect, error measures in this study wemgssion [25]) as long as accuracy is not critical.

2Note that although bias is a problem when measuring dhengein  D. Phase Unwrapping and Registration Results

coherence magnitude, its impact on the rest of the study is extremely limited, . . . .
as we focus our analysis on relatively high levels of coherence magnitude,RegBtermg the Images using the FBAQ encoded/decoded

where the effect of bias on the coherence magnitude estimator is minor. images produced a negligible decrease in coherence magnitude



_——

0.9

0.8

7

b e m e — = ——

—_———

0.6
original coherence magnitude

original
original

IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 36, NO. 2, MARCH 1998

T
]
|
I
1
£
1
l
1
l
JESY S (DI EUIPpY EGUIPpE I S PP
0.5

U e e S S R
I
I
I
1
1
| Sl H e S B

SSRGSy

I
'
t
t
L

0.4

[
t
t
t
t
t

0.9

0.8

0.7
original coherence magnitude

(b)

0.6

0.5

0.4

I
!
i
I
L
|
I
i
|
I
i
|
e
1
|
|
|
|
|
1
0

QF—————— - ——————

sb——————

t
I
|
t
t
X
o
A
(w) Ayurepaoun uoewnse Wbisy swi

@

40
14

- -

{w) Aurepaoun uoewyss ybiay suu

600

0.8

.8

o]

0.7

0.6
original coherence magnitude

0.5

0.4

-

25D

Ay

c

[Y

-

IRMaoUN LolewwNsa JBiay swi

(©
Fig. 9. Total rms height uncertainty versus original coherence magnitude for (a) Toolik Lake using estimation by addition of variances, (buSagdinia

estimation by addition of variances, and (c) Toolik Lake using estimation by change in coherence magnitude.



MCLEOD et al: ENVISAT ASAR DATA REDUCTION

TABLE 111
PHASE RESIDUE CONCENTRATIONS IN THE SMOOTHED INTERFEROGRAM

Phase residue Phase residue
concentrations for concentrations for
Sardinia Toolik Lake
Original 7.8% 0.04% .
4-bits/sample 8.1% 0.04%
3-bits/sample 8.5% 0.07%
2-bits/sample 10.4% 0.13%

of the resulting interferograms for all FBAQ encoding levels.
It was thus possible to achieve accurate registration of the
images regardless of the FBAQ data reduction level.

The phase residue concentrations of the original and FBAQ
interferograms are shown in Table Ill, where phase residue
concentration is defined as the number of phase residues di-
vided by the number of samples in the smoothed interferogram.
Note that no increase was observed for 4-bit encoding of
the Toolik Lake scene. A 3% increase was observed for the
Sardinia scene. However, the Sardinia scene had many sections
that were already quite noisy even for the original data, and it
was observed that most of the extra phase residues were adde
in the regions already inappropriate for INSAR processing.
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3% of the initial uncertainty of the original data. This
number considers only error due to data encoding. The
relative impact of the data encoding would be further
reduced if other error sources were considered, such as
imperfect knowledge of the INSAR geometry.

For the scenes studied, the average decrease in accuracy
for the 3- and 2-bit FBAQ was on the order of 7-12%
and 30-45%, respectively, again not including calibration
error. This level of error was not recommended for
precision INSAR mapping, though it may be useful for
large-scale applications where precision is not a priority.

« Based on analysis of the phase residues of the scenes

studied, phase unwrapping should not be made more
difficult due to 4-bit FBAQ encoding. The increase in the
number of phase residues was minor even for the low-
coherence Sardinia scene (approximately 3% increase)
and there waso increasédn phase residues for the higher
coherence Toolik Lake scene. Phase unwrapping may
have been more difficult in the 3- and 2-bit cases, as
higher residue counts were observed for these levels. It
was noted, however, that in all cases the majority of
phase residues tend to be added to low coherence regions

dof the interferogram, which in many cases are already

inappropriate for phase unwrapping.

Higher levels of phase residue concentrations for 3- and 2-Thus, for the scenes analyzed in this paper, 8 to 4-bit FBAQ

bit encoding suggest that phase unwrapping may be mad&ngoding was the maximum data reduction level recommended
little more difficult for these encoding levels. for precision repeat-pass satellite INSAR. This level of data

reduction was found to cause an average increase in rms height

VI uncertainty of approximately 3%.

In this study, an experiment was performed to assess the
effect of FBAQ encoding on the practical application of

satellite repeat pass interferometry. The results of the Stul(:j}licsson Space (SES) and W. Wijmans of ESTEC for support

can be summarized as follows. . L
The | f EBA . f . and advice. Thanks also to M. Dutkiewicz, |. Burke, and G.
e impact o Q on interferometric accuracy Wag duvalli of MacDonald Dettwiler for technical advice and

SUMMARY AND CONCLUSIONS
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through the addition of phase noise to the images usedhtﬁ)[
form the interferogram. FBAQ was shown to add zero-
mean, near-Gaussian, approximately independent phase
noise to the encoded images, the magnitude of which was
dependent on the data reduction level chosen (more erréf
for greater data reduction) and was inversely proportiongb;
to the local SNR of the image samples.

Assuming a minimal amount of temporal and baselin
decorrelation, the pixel brightness (SNR) of the images
could be related to the coherence magnitude of the intef4]
ferogram. Under this assumption, FBAQ phase error was
found to be inversely related to interferogram coherences]
magnitude level.

For the scenes studied, INSAR processing was possibjg,
for all FBAQ encoding levels including 2-bits/sample.
Registration programs were not hampered by the FBA%]
encoding noise.

The decrease in DEM rms height accuracy due to 4-
bit FBAQ encoding was characterized as a functiorf!
of the original, unencoded coherence magnitude of the
scene. For the scenes studied, the increase in rms heiﬁlalt
uncertainty varied between 2 to 5%, depending on initi
coherence magnitude level, and on average was less than

ial software development.
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