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Image formation from squint mode synthetic aperture radar (SAR) is limited by image degradations caused by neglecting the range-variant filtering required by secondary range compression (SRC). Introduced here is a nonlinear FM chirp scaling, an extension of the chirp scaling algorithm, as an efficient and accurate approach to range variant SRC. Two methods of implementing the approach are described. The nonlinear FM filtering method is more accurate but adds a filtering step to the chirp scaling algorithm, although the extra computation is less than that of a time domain residual compression filter. The nonlinear FM pulse method consists of changing the phase modulation of the transmitted pulse, thus avoiding an increase in computation. Simulations show both methods significantly improve resolution width and sidelobe level, compared with existing SAR processors for squint angles above 10 deg for L-band and 20 deg for C-band.

I. INTRODUCTION

Synthetic aperture radar (SAR) is a technique in which backscattered microwave pulses are collected by an airplane or satellite, and processed to form an image of the surface of the Earth [1]. The moving antenna footprint covers a strip on the surface, and hence this type of imaging is called strip-map SAR. The dimensions of the image are azimuth (along the flight track) and range (cross track). In conventional SAR, the antenna is pointed at nearly right angles to the flight path, or broadside. The angle by which the antenna may be pointed forward or backward of broadside is called the squint angle. In a mode of strip-map SAR imaging known as squint mode SAR, the squint angle can be as much as several tens of degrees. This has the potential to provide information about surface structure through the measurement of the azimuthal angle dependence of backscatter [2]. Squinting could also increase the flexibility with which a desired area on the surface is imaged within a single pass of the platform.

Image formation in squint mode SAR is limited by approximations in conventional processing algorithms, such as in the standard range-Doppler algorithm [3, 4], which cause degradations such as blurring and thus prevent the full resolution and quality of the image from being realized. The problem stems from higher order range-azimuth coupling terms in the phase of the SAR transfer function, which require compensation by a range filtering operation called secondary range compression (SRC) [5, 6]. Recent approaches, such as the squint imaging mode algorithm and the chirp scaling algorithm, provide more accurate SRC to accommodate moderate squint [7, 8]. However, at higher squint, the range dependence of SRC becomes significant, and this has been neglected in processing because of the difficulty of implementing the space-variant filtering step. As a result, the image is focussed at a reference range, while resolution broadening and sidelobe level increase toward the edges of the range swath, causing noticeable degradation in spaceborne SAR for squint angles above 10 deg for L-band and 20 deg for C-band. In some cases, range-variant processing can be accomplished by an interpolation in the two-dimensional frequency domain, although this is expensive since it must be done very accurately to avoid artifacts in the image [9]. Finally, in spotlight SAR, squint is accommodated by the polar format algorithm [10]. However, this assumes that a relatively small area is being imaged, making it unsuitable for efficient processing of strip-map SAR data [11].

We present an accurate and efficient approach for processing full swath, squint mode SAR data, which extends the useful squint angle for spaceborne strip-map SAR up to 35 deg for L-band and 50 deg for C-band. Our approach, called nonlinear FM chirp
scaling, is an extension of the recently developed chirp scaling algorithm. In chirp scaling, properties of linear FM pulses are used to achieve the range-variant signal shift required in processing, without the need of implementing an interpolator. This is done by simply multiplying uncompressed range lines by an appropriate phase function, so each pulse compresses to a desired location, such that the range dependence of the required signal shift is removed [8, 12–14]. In our approach, the chirp scaling technique is extended to achieve the effect of the range-variant filtering required in SRC. This is done by incorporating a small nonlinear FM component into the received range signal, which interacts with the phase function to multiply to remove the range dependence of SRC. Then accurate processing can proceed in the two-dimensional frequency domain.

Two methods are proposed for incorporating the nonlinear FM component into the range signal. The first, called the nonlinear FM filtering method, adds a filtering step to the chirp scaling algorithm in order to introduce the nonlinear FM component into the signal before the phase function is applied. This method is more accurate, and does not depend on the transmitted pulse. The filtering step is implemented in the frequency domain, and at high squint the extra computation involved is about half of what would be required by an extra time-domain filter to compensate for the range-dependent SRC error. The second method is called the nonlinear FM pulse method. In this method a small approximation to the nonlinear FM component is made so that it can be incorporated directly into the transmitted pulse. Thus, the phase modulation of the transmitted pulse is used as a kind of preprocessing, allowing the range dependence of SRC to be accommodated without increasing the computation above that of the original chirp scaling algorithm. The computation of the original chirp scaling algorithm is comparable or less than that of the standard range-Doppler algorithm [14], so that the nonlinear FM chirp scaling approach provides an excellent performance/cost tradeoff. Also, in both methods, all processing steps are performed with only fast Fourier transform (FFT) and multiply operations, which are relatively simple to implement.

The performance of the new approach, compared with range-Doppler and the original chirp scaling algorithm, is determined by measurements on an image formed from simulated point scatterer data, such as resolution width, sidelobe level, registration, and phase. The high squint performance of the nonlinear FM filtering method approaches the theoretical limit, given the system bandwidth, while the approximation in the nonlinear FM pulse method causes a slight degradation at the highest squint. Both methods of nonlinear FM chirp scaling show significant improvement over existing SAR algorithms for squint angles above 10 deg for L-band and 20 deg for C-band.

Section II reviews the SAR signal and describes approximations in the range-Doppler and chirp scaling algorithms. Next, Section III derives more accurate chirp scaling parameters for a spaceborne SAR geometry. Then, Sections IV and V describe the nonlinear FM filtering method and nonlinear FM pulse method, respectively. Also, Section VI presents the simulation results comparing the new methods with the range-Doppler and original chirp scaling algorithms. Finally, Section VII gives the conclusions.

II. BACKGROUND

This section describes the notation and terminology for modeling the SAR signal and understanding SAR processing operations. Also, approximations in existing SAR algorithms are described briefly in order to understand the improvement with the new approach.

A. SAR Signal

SAR processing can be described by considering the signal received from a single point scatterer: the point scatterer response. This is a function of azimuth-time \( \eta \), and range-time \( \tau \), and is dependent on the range position \( r \) of the scatterer. It is given by

\[
s(\eta, \tau; r) = w(\eta - \eta_c)\left[ e^{-\frac{2R(\eta; r)}{c}} \right] \times \exp\left(-\frac{4\pi f_0 R(\eta; r)}{c}\right)
\]

where the following definitions have been used: \( w(\eta) \) is the weighting in azimuth from the antenna pattern, which is shifted due to squint by the beam center offset time \( \eta_c \). The complex baseband representation of the transmitted pulse \( p(\tau) \) is delayed by the round trip travel time. Here \( c \) is the speed of light, and \( R(\eta; r) \) is the instantaneous range to the scatterer at range position \( r \). This can be modeled by

\[
R(\eta; r) = \sqrt{r^2 + \nu_2^2(r)\eta^2}
\]

where \( \nu_2(r) \) is a range dependent “effective platform velocity” that is used to account for an orbital geometry [9, 15]. Also, the complex exponential factor in (1) arises from the phase delay of the carrier, after coherent demodulation of the received signal, where \( f_0 \) is the carrier frequency. An example of a transmitted pulse is

\[
p(\tau) = m(\tau)e^{-j2\pi K\tau^2},
\]

which is a linear FM pulse of frequency rate, \( K \) and \( m(\tau) \) is the pulse amplitude of duration \( T \).

The range-dependent SAR transfer function is the two-dimensional Fourier transform of the point scatterer response, which can be shown to have the
form [16, 17]:

\[ S_2(f_{n}, f_r; r) = P(f_r) W(f_n - f_{nc}) \exp[j \Phi(f_n, f_r; r)] \]

(4)

where \( f_r \) is range-frequency and \( f_n \) is azimuth-frequency. Here \( P(f_r) \) is the Fourier transform of the transmitted pulse, which for a linear FM pulse is

\[ P(f_r) = M(f_r) \exp \left( j \frac{\pi f_r^2}{K} \right) \]

(5)

where \( M(f_r) \) is the amplitude which determines the range bandwidth. Also, \( W(f_n - f_{nc}) \) is an amplitude weighting in azimuth-frequency due to the antenna pattern. This is centered on a value of azimuth-frequency called the Doppler centroid \( f_{nc} \), which depends on the squint angle. The phase of the SAR transfer function \( \Phi(f_n, f_r; r) \) is most important in SAR processing, since it must be matched accurately to focus the image. To facilitate the development of processing algorithms, this phase can be expressed as a series in \( f_r \):

\[ \Phi(f_n, f_r; r) = \phi_0(f_n; r) + \phi_1(f_n; r) f_r \]

\[ + \phi_2(f_n; r) f_r^2 + \phi_3(f_n; r) f_r^3 + \cdots \]

(6)

For moderate squint angles, only terms up to quadratic need to be included, whereas for higher squint the cubic term can become significant [18].

A representation of the point scatterer response in the range-time and azimuth-frequency (Doppler) domain provides a useful description of SAR processing operations for algorithms such as range-Doppler and chirp scaling. Assuming a linear FM pulse and keeping terms up to the quadratic in the phase expansion, a range inverse Fourier transform of the SAR transfer function gives the following range-Doppler form of the point scatterer response [17]:

\[ S(f_n, r; r) = H_{ac}(f_n; r) m \left( \frac{K_m}{K} (r - \tau_d) \right) \]

\[ \times \exp[-j \pi K_m (\tau - \tau_d)^2]. \]

(7)

Here \( H_{ac}(f_n; r) \) is the conjugate of the azimuth compression filter, corresponding to the first phase term in (6), which is independent of \( r \). This also includes the amplitude \( W(f_n - f_{nc}) \). Next, the signal delay in the range-Doppler domain \( \tau_d(f_n; r) \) results from the linear phase term in the SAR transfer function. The variation of this delay with azimuth-frequency is called range migration, which must be removed during processing by range cell migration correction (RCMC), before azimuth compression can be performed. The shape of the range migration trajectory depends on the range \( r \) of the scatterer, and has the form

\[ \tau_d(f_n; r) = \frac{2r}{c \gamma(f_n; r)} \]

(8)

where the factor \( \gamma \) is defined by

\[ \gamma(f_n; r) = \sqrt{1 - \frac{c^2 f_n^2}{4 f_0^2 R^2 (r)}}. \]

(9)

Finally, the frequency rate \( K_m(f_n; r) \) is the result of combining the quadratic phase terms of the SAR transfer function from the linear FM pulse and the \( \phi_2(f_n; r) \) term:

\[ \frac{\pi}{K_m(f_n; r)} = \frac{\pi}{K} + \phi_2(f_n; r). \]

(10)

This frequency rate must be used to compress the signal in the range direction. The change in range-frequency rate from \( K \) to \( K_m(f_n; r) \) is accommodated in processing by the SRC filter, which, without approximations, is dependent on azimuth-frequency and on range. An expression for \( \phi_2(f_n; r) \) is given in the Appendix.

B. Approximations in SAR Algorithms

Squint performance of SAR processing algorithms is most affected by approximations to the modified range frequency rate \( K_m(f_n; r) \). In the range-Doppler algorithm, which is most commonly used for processing spaceborne, strip-map SAR data, the range-frequency rate is approximated by its value at the Doppler centroid and a reference range \( K_m(f_{nc}; r_{ref}) \). By ignoring the azimuth-frequency and range dependence of SRC, it can be performed efficiently by simply changing the frequency rate of the range matched filter. However, at even moderate squint angles (above about 5 deg for spaceborne L-band SAR), neglecting the azimuth-frequency dependence of SRC causes significant degradation throughout the image. In the chirp scaling algorithm, the SRC filter is allowed to vary with azimuth-frequency, by implementing it in the two-dimensional frequency domain, thus providing more accurate focusing. The range dependence of SRC is still neglected, however, so that the frequency rate is calculated at the reference range \( K_m(f_{nc}; r_{ref}) \). At higher squint this results in image degradation that increases toward the edges of the range swath. Although the degradation could be alleviated by processing small range blocks, the amount of range migration at high squint requires a large overlap of blocks, making this inefficient. Also, to facilitate processing over the full swath, the range variation of the Doppler centroid is minimized in squint mode SAR by proper choice of the yaw and pitch angles of the antenna [7].

Another aspect of the range-Doppler algorithm is its use of an interpolator to perform range-dependent RCMC. This is relatively difficult to implement.
and is usually truncated for efficiency, introducing artifacts into the image. In chirp scaling algorithm, the interpolator for RCMC that is required in the range-Doppler algorithm is replaced by a phase function multiply, which is more efficient and avoids the issue of interpolator truncation.

III. DESIRED TRAJECTORY IN CHIRP SCALING

Chirp scaling uses the properties of phase modulated pulses to remove the range dependence of RCMC, so that the bulk of RCMC can be performed in the frequency domain. In extending the technique for processing high squint SAR data, it is desired to maintain the accuracy of RCMC. Because of the characteristics of SAR data at high squint in a spaceborne geometry, a more accurate formulation of the range dependence of RCMC is required.

In chirp scaling, the multiplication of uncompressed range signals by the phase function causes a range-dependent shift of the compressed pulses, resulting in a scaling of the range-time axis. By suitably choosing the scaling factors for range lines at each azimuth-frequency, the range migration trajectories for scatterers at all ranges can be made to have the same shape as the trajectory at a reference range. Thus the range dependence of the trajectories is removed. This is illustrated in Fig. 1, where \( \tau_s(f_n; r) \) is a scatterer trajectory and \( \tau_{ref}(f_n) \) is the reference trajectory. For a scatterer at range \( r \), the desired trajectory which has the same shape as the reference trajectory is indicated by \( \tau_s(f_n; r) \). The location of the desired trajectory is determined by the reference azimuth-frequency \( f_{\eta r} \), which is where the scatterer trajectory and desired trajectory intersect [19, 20]. At each azimuth-frequency, let \( \Delta \tau(f_n; r) \) be the range-time from the reference trajectory to the scatterer trajectory. The range-time from the reference trajectory to the desired trajectory is constant and equal to the value at \( f_{\eta r} \), so the desired trajectory can be defined as

\[
\tau_s(f_n; r) = \tau_{ref}(f_n) + \Delta \tau(f_n; r).
\]

Thus, to achieve the desired trajectory, it is required to scale \( \Delta \tau(f_n; r) \) to \( \Delta \tau(f_{\eta r}; r) \).

In the original derivation of the chirp scaling algorithm [8, 13], the desired trajectory is approximated by assuming a constant effective velocity parameter, so that

\[
\tau_s(f_n; r) \approx \frac{2r}{c\gamma(f_n; r_{ref})}.
\]

With this approximation, \( \Delta \tau(f_n; r) \) and \( \Delta \tau(f_{\eta r}; r) \) are related linearly by the scale factor

\[
\alpha(f_n) = \frac{\gamma(f_n; r_{ref})}{\gamma(f_{\eta r}; r_{ref})}
\]

so the desired trajectory is approximated by

\[
\tau_s(f_n; r) \approx \tau_{ref}(f_n) + \frac{\Delta \tau(f_{\eta r}; r)}{\alpha(f_n)}.
\]

At high squint in a spaceborne geometry, the effect of the range-dependent effective velocity \( v_e(r) \) must be taken into account in modeling the range dependence of RCMC. It has been demonstrated that accurate RCMC with chirp scaling can be performed in this case, by modifying the phase function [21]. To derive expressions for the chirp scaling parameters for this case, a more accurate representation of the desired trajectory is required. Since the effect of \( v_e(r) \) on the range dependence of RCMC is small, it is sufficient to look for a higher order term in the approximation to the desired trajectory in (14). This is derived in the Appendix, with the result that the desired trajectory can be represented by

\[
\tau_s(f_n; r) \approx \tau_{ref}(f_n) + \frac{\Delta \tau(f_{\eta r}; r)}{\alpha_s(f_n)} + \beta(f_n) \Delta \tau^2(f_{\eta r}; r)
\]

where \( \alpha_s(f_n) \) represents a linear scaling which has been modified slightly from the previous scale factor \( \alpha(f_n) \), and \( \beta(f_n) \) represents a nonlinear scaling to account for the nonlinear relationship between \( \Delta \tau(f_{\eta r}; r) \) and \( \Delta \tau(f_{\eta r}; r) \) in an orbital geometry. The expressions for the scale factors are given in the Appendix. These are used in the next section to ensure accurate RCMC with the nonlinear FM chirp scaling approach.

IV. NONLINEAR FM FILTERING METHOD

Accurate focusing of squint mode SAR data requires the accommodation of the range dependence of SRC. In this section we show how the technique of chirp scaling can be extended to remove the range dependence of SRC, as well as RCMC. This is done by incorporating a small nonlinear FM component in the received range signal, thus providing an extra degree of freedom in determining the phase of the SAR transfer function after chirp scaling. This section describes the more accurate method for implementing this approach, called the nonlinear FM filtering method.
A. Description

A block diagram of the nonlinear FM filtering method is shown in Fig. 2. First, an azimuth FFT is taken of the SAR data. Then, at each azimuth-frequency, the nonlinear FM component is introduced to the range line by a range FFT, cubic phase filter multiply, and a range inverse FFT. This filtering step allows the nonlinear FM component to vary with azimuth-frequency, providing the most accurate accommodation of the range dependence of SRC. After the filtering step, processing continues as in the original chirp scaling algorithm. In the range-Doppler domain, each range line is multiplied by a phase function. Then a range FFT takes the data to the two-dimensional frequency domain, where a multiply performs the bulk RCMC and SRC. A range inverse transform takes the data back to the range-Doppler domain, where each azimuth line is multiplied by an azimuth compression filter which is augmented by a phase correction factor necessitated by chirp scaling. Finally, an azimuth inverse FFT produces the processed image.

To derive expressions for the cubic phase filter and chirp scaling phase function coefficients, consider the processing steps applied to the point scatterer response. After the azimuth FFT and range FFT, the signal is represented by the SAR transfer function in (4). The cubic phase filtering step is then represented by

\[ S_{\phi}(f_x, f_r; r) = S_{f_x}(f_x, f_r; r) \exp \left[ \frac{2\pi}{3} Y(f_x) f_x^2 \right] \tag{16} \]

where \( Y(f_x) \) is the azimuth-frequency varying cubic phase filter coefficient. As before, it is convenient to express the phase of the filtered SAR transfer function as a series in \( f_r \), where now the cubic phase term from (6), \( \phi_3(f_x; r) \), is included. This term is still small enough that its range dependence can be neglected, and can be combined with the cubic phase filter coefficient to define the modified coefficient:

\[ Y_m(f_x) = Y(f_x) + \frac{3}{2\pi} \phi_3(f_x; r_{ref}). \tag{17} \]

An expression for \( \phi_3(f_x; r) \) is given in the Appendix.

The inverse range Fourier transform of (16), can be evaluated approximately by the method of stationary phase [22]. However, this is complicated by the cubic phase term, so to simplify the derivation an approximation is made to the stationary point, assuming that the cubic term is small enough that the following condition holds:

\[ |Y_m| \ll \frac{1}{|2K_m KT|}. \tag{18} \]

That is, the signal is assumed to be dominantly linear FM, with a small nonlinear FM component. The range-Doppler domain representation of the filtered signal can then be shown to be

\[ S_Y(f_x, f_r; r) = H_w(t) f_x m \left[ \frac{K_m}{K} (t - \tau_d) \right] \times \exp\left[-j \pi K_m (t - \tau_d)^2\right] \times \exp\left[-j \frac{2\pi}{3} Y_m K_m (t - \tau_d)^3\right]. \tag{19} \]

Also, to model the range dependence of the range-frequency rate \( K_m(f_x; r) \), it is assumed to vary linearly with the range-time from the reference trajectory:

\[ K_m(f_x; r) \approx K_{\text{ref}}(f_x) + K_r(f_x) \Delta \tau(f_x; r) \tag{20} \]

where \( K_{\text{ref}}(f_x) \) is the frequency rate at the reference range, and \( K_r(f_x) \) is the slope of the variation.

The multiplication of the filtered signal by the chirp scaling phase function is expressed by

\[ S_{Y\alpha}(f_x, f_r; r) = S_Y(f_x, f_r; r) \times \exp\left[-j \pi q_3(f_x)(t - \tau_{\text{ref}})^2 \right. \]

\[ -j \frac{2\pi}{3} q_3(f_x)(t - \tau_{\text{ref}})^3\right]. \tag{21} \]

The phase function at each range line is centered on the reference trajectory \( \tau_{\text{ref}}(f_x) \) and has quadratic and cubic phase coefficients \( q_3(f_x) \) and \( q_3(f_x) \), respectively.

After chirp scaling, \( S_{Y\alpha}(f_x, f_r; r) \) is Fourier transformed with respect to \( \tau \) to get the SAR transfer function of the filtered, chirp scaled signal. Again, the phase of the SAR transfer function is expressed as a series in \( f_r \), where each coefficient is in turn expressed as a series in \( \Delta \tau(f_x; r) \) in order to model its range dependence. The coefficient of the phase term that is linear in \( f_r \) defines the range migration trajectory after chirp scaling, for a scatterer at range \( r \). The expression for this scaled trajectory contains...
linear and quadratic terms in $\Delta \tau(f_q; r)$ that depend on the signal and chirp scaling parameters: $K_{mef}$, $K_r$, $Y_m$, $q_2$, and $q_3$. The terms of this scaled trajectory can be equated to those of the desired trajectory in (15), to remove the range dependence of RCMS. Next, the higher order phase terms in $f_r$ in the SAR transfer function correspond to range compression and SRC. In the coefficient of the quadratic term in $f_r$, the range dependence is represented by a linear term in $\Delta \tau(f_q; r)$, which also depends on the signal and chirp scaling parameters mentioned above. Thus, to remove the range dependence of SRC it is required set this $\Delta \tau(f_q; r)$ term to zero. The above constraints result in a set of three equations in $q_2(f_q)$, $q_3(f_q)$, and $Y_m(f_q)$, which can be solved to give

$$q_2 = K_{mef}[\alpha_v - 1]$$

$$q_3 = \frac{K_r(\alpha_v - 1) - \alpha_v^2 K_{mef}^2}{2} - \frac{\alpha_v^2 K_{mef}^2}{2}$$

$$Y_m = \frac{K_r(\alpha_v - 0.5) - \alpha_v^2 K_{mef}^2}{K_{mef}(\alpha_v - 1)}.$$  \hspace{2cm} (22)

The cubic phase filter coefficient $Y(f_q)$ is then found from $Y_m(f_q)$ and (17). Used together in the nonlinear FM filtering method, the processing coefficients $q_2(f_q)$, $q_3(f_q)$, and $Y_m(f_q)$ result in phase terms in the SAR transfer function, corresponding to bulk RCMS and SRC, which are range invariant. Thus, these phase terms can then be removed by a conjugate multiply in the two-dimensional frequency domain, performing accurate RCMS and SRC across the range swath in squint mode SAR. The phase of the range matched filter at this step is given by

$$\phi_m(f_q, f_r) = \frac{\pi f_q^2}{\alpha_v K_{mef}} + \frac{2\pi (q_3 + Y_m K_{mef}^2) f_q^3}{3\alpha_v^3 K_{mef}^3}.$$ \hspace{2cm} (23)

where the cubic term results from the cubic phase terms in the signal and the chirp scaling phase function.

After the range inverse FFT takes the data back to the range-Doppler domain, range-dependent azimuth compression is performed, and the phase correction factor is given by

$$\phi_\Delta(f_q; r) = -\pi K_{mef} \left(1 - \frac{1}{\alpha_v}\right) \Delta \tau(f_q; r)^2$$

$$- \left[ \frac{\pi K_r}{3} \left(1 - \frac{1}{\alpha_v}\right) - \frac{2\pi}{3} K_{mef}^2(2 - \alpha_v) \right] \Delta \tau(f_q; r)^3.$$ \hspace{2cm} (24)

B. Limitations

The performance of nonlinear FM filtering method is eventually limited by the condition that is placed on the cubic phase filter coefficient in (18), and by a range-frequency shift of the signal that is introduced as a side-effect of chirp scaling. The range-frequency shift is given approximately by

$$\delta f_r = [\alpha_v(f_q) - 1] K_{mef}(f_q) \Delta \tau(f_q; r)$$ \hspace{2cm} (25)

and varies with the range of the scatterer. Thus, to avoid a loss of bandwidth when range matched filtering in the frequency domain, the maximum shift should be small enough to keep the range-frequency components of the signal less than the Nyquist rate. The range-frequency shift increases with the amount of scaling, and so increases with the azimuth-frequency offset of $f_{nr}$ from the azimuth-frequency band of the signal. However, in nonlinear FM chirp scaling, the reference azimuth-frequency must be outside of the azimuth-frequency band of the signal. This is because at $f_{nr}$ the scatterer trajectory and desired trajectory intersect, so at this range line there is no chirp scaling effect for the nonlinear FM component to interact with, and the desired effect of removing the range dependence of SRC cannot be obtained. This can also be seen from the expression for $Y_{nr}$, which becomes very large as $\alpha_v$ approaches one. By substituting the expression for $Y_m(f_q)$ from (22) into (18) and making approximations, the condition on $Y_m(f_q)$ can be shown to imply the following constraint on $f_{nr}$:

$$|f_q - f_{nr}| \gg \left| \frac{KT f_{nr}}{f_0} \right|.$$ \hspace{2cm} (26)

That is, in order to make use of the nonlinear FM component, there is a lower bound on the azimuth-frequency offset between $f_{nr}$ and the signal band. This results in a certain range-frequency shift due to chirp scaling, which is the price that must be paid in order to use nonlinear FM chirp scaling to accommodate the range dependence of SRC.

To determine the extent of the frequency shift in this case, $f_{nr}$ was chosen so that the offset to the azimuth-frequencies in the band was greater than twice the bound given in (26). This condition was used with the nonlinear FM filtering method in the simulations with good results. Then, the value of $\delta f_r$ was calculated at the edge of the swath for a spaceborne SAR with squint angles up to 40 deg for L-band and 50 deg for C-band. The maximum frequency shift was found to be less than ten percent of the range bandwidth. For typical oversampling rates of about twenty percent, this keeps the range-frequency components within the Nyquist rate, although some loss of bandwidth may occur due to frequency components taken outside of the window of the range matched filter.

C. Computation

The cost of the nonlinear FM filtering method is equal to the cost of the original chirp scaling
algorithm, plus the cost of the extra filtering step. The computation of the original chirp scaling algorithm can be compared with that of the standard range-Doppler algorithm, although range-Doppler is not as accurate at high squint. Alternatively, it can be compared with an extension of range-Doppler called the squint imaging mode algorithm, which accommodates the azimuth-frequency dependence of SRC but still requires an interpolator [7]. Chirp scaling is more efficient, in terms of computational requirement, since the interpolator for RCMC is replaced by the phase function multiply. For example, for a data block of 4096 by 4096 samples, chirp scaling requires about ten percent fewer multiplies than the range-Doppler or squint imaging mode algorithms with an eight point interpolator. Also, chirp scaling requires the same amount of memory as conventional algorithms: that is, enough to hold a range or azimuth line of the data block being processed. Another aspect of SAR processing is the corner-turning of data on disk that is required to access lines of data in different directions. The chirp scaling algorithm, as with the squint imaging mode algorithm, requires two more corner turns than range-Doppler in order to perform azimuth-frequency dependent SRC.

The extra filtering step in the nonlinear FM filtering method requires a range FFT, multiply, and range inverse FFT above the cost of the original chirp scaling algorithm, although no extra corner turns are required. This step is used to remove the range-dependent SRC error. Thus, the extra computation in this step can be compared with that of another approach for achieving nearly the same accuracy: namely, a time-domain filter to perform residual range-dependent SRC. The extra computation of the time-domain filter approach depends on the length of the filter, as determined by the amount of compression error, and therefore depends on the squint angle. To make this comparison, Fig. 3 shows graphs of the number of complex multiplications versus the number of samples in a range line. Graphs are presented for L-band and C-band, and each case shows the results for the nonlinear FM filtering step, and the results for the time-domain filtering step for two different squint angles. At smaller squint the time domain filter requires less computation since the error is small and the filter is short. At high squint, the computation of the nonlinear FM filtering step is about half that of the time-domain filter. Also, the nonlinear FM filtering method requires only FFT and multiply operations, making it relatively straightforward to implement.

V. NONLINEAR FM PULSE METHOD

The nonlinear FM pulse method accommodates the range dependence of SRC approximately, without any increase in computation above that of the original chirp scaling algorithm. In this method, the nonlinear FM component is approximated by its value at the Doppler centroid and kept constant in azimuth-frequency. In this way, the required component can be incorporated directly into the transmitted pulse. This approach is feasible given digital signal generation and knowledge of the squint angle from the attitude control of the antenna. Thus, the nonlinear FM component is present in the received signal without the need of the filtering step. With the data collected with the nonlinear FM pulse, it is processed with the same operations as the original chirp scaling algorithm, although the values of phase function coefficients are those of the nonlinear FM filtering method described above.

To determine the required phase modulation of the transmitted pulse, (22) and (17) can be used to find the cubic phase filter coefficient at the Doppler centroid:

\[ Y_c = Y_m(f_{qc}) - \frac{3\phi_3(f_{qc}; r_{\text{ref}})}{2\pi} \]  

Then, a received signal that is approximately the same as that achieved by the filtering step can be obtained with the following transmitted pulse:

\[ p(\tau) = m(\tau) \exp \left[ -j\pi K \tau^2 - j\frac{2\pi}{3} Y_c K^3 \tau^3 \right] \]  

The approximation of using a cubic phase coefficient that is constant in azimuth frequency has a negligible effect on RCMC. However, the ability to remove the range-dependent quadratic phase error is impaired at azimuth-frequencies other than the Doppler centroid. This results in a range-dependent phase error in the SAR transfer function, which is zero at the Doppler centroid and increases toward the edges of the
azimuth-frequency band. This phase error is given by

$$\phi_{err}(f_q, f_r; r) = -2\pi \frac{K_{\text{ref}}(\alpha - 1) \Delta \tau(f_q; r)}{\alpha \lambda} \times (Y(f_q) - Y_c) f_r^2$$

(29)

which can be shown to be approximately

$$\phi_{err}(f_q, f_r; r) \approx \frac{\pi K_s \Delta \tau(f_q; r)(f_q - f_{\text{ref}}) f_r^2}{\alpha^2 K_{\text{ref}}(f_q - f_{\text{ref}})}.$$  (30)

Note that because of the $(f_q - f_{\text{ref}})$ term in the denominator, this error can be made to decrease by choosing a greater azimuth-frequency offset between the reference and the Doppler centroid. However, since the range-frequency shift due to chirp scaling increases with this offset, there is a tradeoff between the range-frequency shift and the focusing error.

In the nonlinear FM pulse method, the determination of the phase modulation of the transmitted pulse requires a knowledge of the Doppler centroid, which in turn requires an accurate knowledge of the squint angle. However, in spaceborne SAR, the antenna pointing direction can only be measured to within a degree or so, and a more accurate estimate of the Doppler centroid is obtained from the received data during processing [23]. Thus, the coefficient $Y_c$ that is calculated for pulse transmission may not be the correct one, being calculated at some azimuth-frequency other than the Doppler centroid. This can have an effect on performance, but fortunately the processing can be modified in order to avoid an increase in the focusing error. To see how this can be done, note that $Y_c$ depends on the initial reference azimuth-frequency, $f_{\text{ref}}$, that was used in its calculation. However, the value of reference azimuth-frequency used during processing, $f_q$, can be different. Thus, $f_q$ can be chosen such that the cubic phase coefficient that was used in the transmitted pulse is equal to the one that is required for accurate processing.

The phase error in the SAR transfer function due to the approximation in this method, given in (29), can be interpreted as a quadratic phase error in range-frequency, which varies across the azimuth-frequency band. Thus, the resulting broadening of the range compressed pulses varies with azimuth-frequency, and after azimuth compression, this broadening is averaged to get an overall broadening in the range impulse response. This focusing error can be characterized by the maximum phase error in the SAR transfer function at the edge of the azimuth-frequency band, and to keep the overall broadening of the range impulse response to less than five percent, this maximum phase error should be less than about 120 deg [6]. To investigate the effect of the approximation in the nonlinear FM pulse method, the range-frequency shift and the maximum phase error were calculated for spaceborne SAR parameters at L-band and C-band, with a scatterer at the edge of the swath where $(r - r_{\text{ref}}) = 20$ km. The azimuth-frequency offset from $f_{\text{ref}}$ to the Doppler centroid was chosen to ensure that the minimum azimuth-frequency was four times the lower bound in (26). Also, a ±1 deg antenna pointing error was assumed in calculating the cubic phase coefficient of the transmitted pulse, and $f_q$ was adjusted to accommodate this as described above. Table I shows the worst case frequency shift and phase error for different squint angles. The results are acceptable for all but the highest values of squint that are shown (40 deg for L-band and 50 deg for C-band). At this squint angle the phase error is large enough to cause a noticeable range broadening of the processed image of a point scatterer, and the range-frequency shift is over ten percent which is likely to cause some loss of bandwidth. However, even for this case the degradation is small compared with the effect of the range dependence of SRC.

### Table I

<table>
<thead>
<tr>
<th>Squint (degrees)</th>
<th>L-band freq. shift (% of bandwidth)</th>
<th>Maximum phase error (degrees)</th>
<th>C-band freq. shift (% of bandwidth)</th>
<th>Maximum phase error (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.3</td>
<td>27.6</td>
<td>0.9</td>
<td>7.7</td>
</tr>
<tr>
<td>20</td>
<td>7.2</td>
<td>75.6</td>
<td>2.5</td>
<td>22.1</td>
</tr>
<tr>
<td>30</td>
<td>10.8</td>
<td>133.3</td>
<td>5.1</td>
<td>44.6</td>
</tr>
<tr>
<td>40</td>
<td>13.2</td>
<td>197.8</td>
<td>8.9</td>
<td>85.2</td>
</tr>
</tbody>
</table>

VI. SIMULATIONS

To investigate the effect of approximations in the algorithms and the improvement with the new approach, data from a point scatterer was simulated using parameters from a spaceborne SAR such as Seasat or ERS-1, with squint angles up to 35 deg for L-band, and 50 deg for C-band. This data was processed with different algorithms, and the resulting complex image of a point scatterer was used to measure the 3 dB resolution width, sidelobe level, registration, and phase as indicators of performance. In the results presented here, resolution is measured in cells, where one cell is the minimum theoretical resolution width as determined by the signal bandwidth and the rectangular amplitude weighting of the spectrum. Also, only range resolution is presented since azimuth resolution was not as affected by approximations in the algorithms.

First, to compare chirp scaling with range-Doppler, the scatterer was placed at the reference range. Thus the results of the comparison show the effect of the
azimuth-frequency dependence of SRC. Fig. 4 shows the results of resolution versus squint angle. Since the scatterer is at the reference range in this case, the chirp scaling algorithm achieves the theoretical resolution width independently of squint angle. The approximation in the range-Doppler algorithm causes noticeable resolution broadening for squint angles above about 5 deg for L-band and 30 deg for C-band. Next, to investigate the approximation in the range dependence of SRC in the chirp scaling algorithm, the scatterer was placed at different distances from the reference range. Fig. 5 shows the results of range resolution versus squint angle for spaceborne SAR parameters at L-band and C-band, with the scatterer at 0 km, 10 km, and 20 km from the reference range. The results show a noticeable broadening of range resolution above 10 or 15 deg squint for L-band, and above 20 or 30 deg squint for C-band. Also, in each case resolution degrades rapidly above a certain squint angle. Next, Table II shows the range sidelobe level for the chirp scaling algorithm, in number of dB from the peak of the range impulse response. Since a rectangular weighting was used in the frequency domain, a value of -13.2 dB represents the theoretical sidelobe level of the sinc function. Blank entries of the table mean that the response was too distorted to provide adequate measurement. At L-band, the increase in sidelobe level becomes noticeable above about 10 deg squint, and for C-band the increase becomes noticeable above about 20 deg squint.

In order to verify the performance of the nonlinear FM chirp scaling approach, the point scatterer was placed at the edge of the swath, where \((r - r_{\text{ref}}) = 20\) km. For the nonlinear FM filtering method, a linear FM pulse was used in simulating the point scatterer data. For the nonlinear FM pulse method, the transmitted pulse of (28) was used, where a \(\pm 1\) deg squint estimate error was assumed in calculating the nonlinear FM component. In each case, and the window of the range matched filter was thirteen percent wider than the range bandwidth of the signal. First, Fig. 6 illustrates the results at L-band and 25 deg squint by showing contour plots of the processed images of point scatterers, obtained with the different algorithms. As can be seen, the result of the original chirp scaling algorithm in this case suffers from severe broadening and distortion. The nonlinear FM filtering method achieves the two-dimensional sinc function corresponding to the rectangular weighting in the frequency domain, whereas the approximation in
the nonlinear FM pulse method causes some minor distortion in sidelobes. Next, Fig. 7 shows plots of range resolution width versus squint angle for the original chirp scaling algorithm, the nonlinear FM filtering method, and the nonlinear FM pulse method. The nonlinear FM filtering method achieves nearly the theoretically minimum resolution width of one cell, for squint angles up to 35 deg for L-band and 50 deg for C-band. The nonlinear FM pulse method achieves good performance up to smaller values of squint (about 30 deg for L-band and 40 deg for C-band). At higher squint angles the approximation in the pulse method causes resolution broadening of up to ten to twenty percent, but the performance is greatly improved over that of the original chirp scaling algorithm. The range sidelobe levels that result with the nonlinear FM filtering method and nonlinear FM pulse method are shown in Table III for different squint angles, for the scatterer at \((r - r_{ref}) = 20 \text{ km}\). The results are close to the \(-13.2 \text{ dB}\) level of the sinc function, with at most a 2 dB degradation for the highest values of squint. This is a significant improvement over the results of the original chirp scaling algorithm in Table II. To illustrate the worst case shape of the processed image of the point scatterer in the range direction, Figs. 8 and 9 show the magnitude of the range impulse response for both methods, at 35 deg for L-band and 50 deg for C-band,
respectively. Again, in each case the nonlinear FM filtering method achieved nearly the theoretical shape of the sinc function, while the increase in sideloop level due to the approximation in the nonlinear FM pulse method is evident.

In addition to resolution and sideloop level, an error in the range registration of the image of a point scatterer can occur, due to an error in RCMC in the nonlinear FM chirp scaling algorithm. To verify the accuracy of RCMC in this approach, the range registration was measured for the different squint angles and wavelengths, for the two methods of nonlinear FM chirp scaling. For a scatterer at the edge of the swath, the worst case registration error was found to be 0.07 cells or less, which is negligible. Finally, the peak phase in the image of a point scatterer, which is used in advanced applications of SAR imagery, such as interferometry, is very sensitive to processing errors. The approximations in the range-Doppler and original chirp scaling algorithms cause very large errors in the phase at high squint.

In the simulation results of the nonlinear FM filtering method and the nonlinear FM pulse method, the worst case peak phase error at high squint at the edge of the swath was 5 deg, which is negligible.

VII. CONCLUSION

Image formation from squint mode, strip-map SAR has been limited by the range dependence of higher order coupling terms in the SAR transfer function phase, which imposes the requirement of space variant filtering in order to provide accurate focusing. The nonlinear FM chirp scaling approach presented in this paper is an extension of the chirp scaling algorithm, and provides accurate and efficient focusing of full swath, strip-map SAR data acquired with high squint angles. This is achieved by taking advantage of the interaction between a small nonlinear FM component of the signal, and the chirp scaling phase function. This effectively removes the range dependence of secondary range compression, allowing accurate processing to proceed in the two-dimensional frequency domain.

Two methods are proposed for implementing the new approach. Both methods give significantly improved performance in terms of range resolution and sideloop level of the image of point scatterer, over the original chirp scaling algorithm for spaceborne SAR with squint angles above 10 deg for L-band and 20 deg for C-band. The nonlinear FM filtering method is the most accurate, but adds an extra filtering step to the chirp scaling algorithm. However, this method requires only FFT and multiply operations, and for high squint the extra processing step requires about half the computation of a time-domain filter approach to removing the residual SRC error. The method achieves nearly theoretical performance in terms of range resolution, sideloop level, registration, and phase, for 40 km range swath and squint angles up to 35 deg for L-band and 50 deg for C-band. In the nonlinear FM pulse method, an approximation is made to the nonlinear FM component so that it can be incorporated directly into the transmitted pulse. In this way, the range dependence of SRC is accommodated with no extra computation above that of the original chirp scaling algorithm. The approximation in this method causes slightly poorer performance than the nonlinear FM filtering method. Nearly theoretical results are achieved for squint angles up to about 30 deg for L-band and 40 deg for C-band.

APPENDIX A. DEFINITIONS

Here, some expressions are given for some characteristics of the SAR signal. The quadratic coefficient of the phase of the SAR transfer function in (6) is given by

$$\phi_2(f_n; r) = \frac{\pi cr f_n^2}{2v^2_0(r)f_0^2 \gamma^2(f_n; r)}$$  \hspace{1cm} (31)

and the cubic coefficient is

$$\phi_3(f_n; r) = \frac{-\pi cr f_n^3}{2f_0 \gamma^2_0 + v^2_0(r) \gamma^2_0(f_n; r)}.$$  \hspace{1cm} (32)

The variation of the effective velocity with range is modeled as an expansion of $v^2_0(r)$ about $r_{rel}$:

$$v^2_0(r) \approx v_0 + v_1(r - r_{rel}) + v_2(r - r_{rel})^2$$  \hspace{1cm} (33)

where $v_0$, $v_1$, and $v_2$ depend on orbital characteristics of the platform.

The range dependence of the range frequency rate, including SRC, is modeled by (20). The slope of the variation, in the case of a constant effective velocity, would be

$$K_{\delta}(f_n) = -\frac{K_{\text{src}}^2(f_n)}{f_0} \left(1 - \gamma^2(f_n; r_{rel})\right).$$  \hspace{1cm} (34)

To account for the effect of the range dependence of $v_0$ on the range-frequency rate, the slope of the variation is modified as

$$K_{\delta}(f_n) = K_{\delta}(f_n) \left[1 - \frac{r_{rel} v_1}{v_0 \gamma^2(f_n; r_{rel}) - 0.5r_{rel} v_1 (1 - \gamma^2(f_n; r_{rel}))}\right].$$  \hspace{1cm} (35)

APPENDIX B. DESIRED TRAJECTORY

In the extension of chirp scaling to account for a range-dependent effective velocity, a more accurate relationship between $\Delta \tau(f_n; r)$ and $\Delta \tau(f_n; r)$ is required than the one implied by (14). Using the model for the range variation of $v^2_0(r)$ in (33), the functions $\Delta \tau(f_n; r)$ and $\Delta \tau(f_n; r)$ can be expanded about $r_{ref}$.
keeping terms up to the quadratic:

\[
\Delta \tau(f_{r1};r) \approx a(f_{r1})(r - r_{\text{ref}}) + b(f_{r1})(r - r_{\text{ref}})^2
\]

\[
\Delta \tau(f_{r2};r) \approx a(f_{r2})(r - r_{\text{ref}}) + b(f_{r2})(r - r_{\text{ref}})^2
\]

where the coefficients of the expansion are given by

\[
a(f_{r1}) = \frac{2}{c\gamma(f_{r1};r_{\text{ref}})} \left[ 1 - \frac{r_{\text{ref}}(1 - \gamma^2(f_{r1};r_{\text{ref}}))}{2\gamma^2(f_{r1};r_{\text{ref}})} \frac{\nu_1}{\nu_0} \right]
\]

\[
b(f_{r1}) = \frac{-1}{c\gamma^2(f_{r1};r_{\text{ref}})} \left[ \frac{\nu_1}{\nu_0} + \frac{r_{\text{ref}}\nu_0}{\nu_0} - \frac{r_{\text{ref}}\nu_2^2}{\nu_0^2} \left( 1 + \frac{3(1 - \gamma^2(f_{r1};r_{\text{ref}}))}{4\gamma^2(f_{r1};r_{\text{ref}})} \right) \right]
\]

\[
\alpha(f_{r2}) = \frac{a(f_{r2})}{a(f_{r1})}
\]

\[
\beta(f_{r2}) = \frac{1}{a^2(f_{r1})} \left[ b(f_{r2}) - \frac{a(f_{r2})}{a(f_{r1})} b(f_{r1}) \right]
\]

(37)

The first of the equations in (36) is used to find an approximate solution for \((r - r_{\text{ref}})\) in terms of \(\Delta \tau(f_{r1};r)\), by assuming that \(b(f_{r1}) \ll a(f_{r1})\). Then, by substituting this solution into the second equation, and keeping terms up to the quadratic, a relationship between \(\Delta \tau(f_{r1};r)\) and \(\Delta \tau(f_{r2};r)\) is obtained which is used to represent the desired trajectory in (15). The scale factors in this equation are given by

\[
\alpha_v(f_{r1}) = \frac{a_v(f_{r1})}{a_v(f_{r1})}
\]

(38)

When \(v_e\) is constant so that \(\nu_1 = 0\) and \(\nu_2 = 0\), the scaling coefficients reduce to \(\alpha_v(f_{r1}) = a_v(f_{r1})\) and \(\beta(f_{r1}) = 0\).
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